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PREFACE

The 2023 IEEE and IFIP International Conference on Information Science and
Communications Technologies ICISCT 2023 invites high-quality recent research results
in the areas of Home and Health networking, Electronic commerce, Mobility and Mobile
Payment, Broadband access, satellite services, 5G in rural communications, cloud
computing, Smart grids, Big data analysis, Cyber security, Internet-of-Things 10T, Mobile
and Wireless Communications, optical communications and networking, architectures,
protocols, planning and design, management and operation, simulation and performance
modeling.

ICISCT2023 conference is the application of the next generation of information and
communications technologies on Education, Telemedicine, Finance and Economy, Social
Science, Business and Government.

ICISCT 2023 seeks to address and capture highly innovative and state of the art
research and work in the area of information and communications technologies including
wireless and Optical communications networks. The Authors can present their finding
on wireless quality of service, resource management, Ad Hoc and sensor networks. Radio
interface design, adaptive antennas and arrays and indoor propagation, measurement
and predictions.

ICISCT 2023 is seeking papers in the area: Photonic devices and integration,
Optoelectronic integration including devices and materials, Optical networks and
transmission systems, Novel fibers and fiber-based devices, Transmission systems and
networks, Photonics sensors and sensor networks, Microwave photonics and optical
signal processing. Information science papersinclude knowledge that provides theoretical
basis for information technology. It includes computer science, library science, artificial
intelligence, mathematical programming, and theory of problem solving.

The main goal of the conference is to bring together scientists and engineers who
work and teach in these specialized fields to submit papers and come together in this
geographical location. ICISCT 2023 is sponsored and organized by IEEE Uzbekistan
Regional Chapter and Tashkent University of Information Technologies TUIT and
Technically Sponsored by IEEE Photonics Society https://www.photonicssociety.org

Itis technically co-sponsored by Uzbekistan regional IEEE Communications society
chapter and Ministry of Digital Technologies of the Republic of Uzbekistan.
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ICIST 2023 Program Sep. 28, 2023 (Day-1)

Tashkent Time (GMT+5)

Conference Tracks

Start

End

Type

Building - F (Room # 101)

Conference ID: 425 631 6104

Pass Code: RvaMA

10:00 AM

10:20 AM

Welcome
Words

OPENING CEREMONY

Mr. Sherzod Shermatoyv,
Minister for Digital Technologies of the Republic of Uzbekistan

Prof. Ibrokhim Abdurakhmonoy,
Minister for the Higher Education, Science and Innovations of
the Republic of Uzbekistan

Prof. Bakhtiyor Makhkamoyv,
Rector of Tashkent University of Information Technologies
named after Muhammad al-Khwarizmi, Uzbekistan

PLENARY SESSION

10:25 AM

10:40 AM

10:40 AM

10:55 AM

10:55 AM

11:10 AM

11:10 AM

11:25 AM

11:25 AM

11:40 AM

11:40 AM

11:55 PM

Keynote
Speakers

Prof. Mustafa ORDU, BILKENT University, ANKARA, TURKEY

TOPIC on “Towards the Hollow-core Optical Fibers for
telecommunication”

Prof. Han SEUNGHEE, KOOKMIN University, SEOUL, KOREA

TOPIC on “Digital Transformation with a Human Face”

Prof. CHe ZALINA Zulkifli, University Pendidikan Sultan Idris,
TANJUNG MALIM, MALAYSIA

TOPIC on “IoT Blended Al Solutions in Green Technology”

PhD. Khabibullo Nosirov, Tashkent University of Information
technologies named after Muhammad al-Khwarizmi, Uzbekistan

TOPIC on “Development of a Novel Model for Single Image
Super Resolution using Deep Neural Network”

Sheng-Lung Huang, National Taiwan University. TAIPEI,
TAIWAN

TOPIC on “Deep learning empowered optical coherence
tomography”

Prof. Byoung Joon Kim, KOOKMIN University, SEOUL, KOREA
TOPIC on “Citizens’ perception on Al for making better public
policies”
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ICISCT 2023 Program (Sessions) Sep. 28, 2023 (Day-1)

Dr. Berdiyev Alisher
Dr. Seungjik Lee

Building - F Session - 1 NETWORKING & loT
(Room# 302)

Conference ID: 425 631 6104
Pass Code: RvaMA

2:00 PM | 2:15 PM 52 Muborak Yakubova, Sharafat Mirzakulova, Marat
Rakhmatullaev, Daulet Naubetov, Magzhan Tursunkhanuly.
Analysis of energy consumption by terminal devices in the
ZigBee network

2:15PM | 2:25 PM 59 Mohd Yousuf, Abdul Wahid, Mohammed Yousuf Khan.
Student Attention Gauging in an E-learning platform using
[oT

2:25PM | 2:35 PM 64 Mahdi Ghafourivayghan, Adnan M. Taha, Abdullah Haidari,
Mohammad Naser Fazel Rabi.

An optical waveguide as a Refractive Index sensing based on
Coupled Cavity using T-stub

2:35PM | 2:45PM 71 | Kuanysh Alipbayev, Yenglik Mellatova, Angsagan
Kenzhegarayeva, Zhanna Suimenbayeva, Komil Tashev.
Analysis of the possibilities of using reflected radiation of
ground-based radioelectronic devices from low-orbit Earth
satellites

2:45 PM | 3:05 PM 97 Anu Mangal, Rani Sahu, M A Rizvi.
Secure and Energy-efficient Zone-based Multipath Routing
Protocol (SEZMRP) for Mobile Ad Hoc Networks.

3:05PM | 3:15PM | 105 |Madiyar Seidullayev, Zarif Khudoykulov, Dilfuza Makhmudova.
Blockchain and [oT: a systematic literature review based on
three criteria (security, integration and databases).

3:15PM | 3:25PM | 139 |Bagdat Kozhakhmetova, Beibit Karibayev, Katipa
Chezhimbayeva, Dilmurod Davronbekov.

The Usage of Fractal Antennas in Wireless Communication
Systems

3:25PM | 3:35PM | 167 |Sherzod Gulomov, Mir-Xusan Kadirov, Sarvar Tashev.
The structure of tracking suspicious packets in network
traffic

3:35PM | 3:45PM | 171 |[Alisher Shakhobiddinov.
5G Networks and Issues of Reducing the Impact of
Electromagnetic Radiation from Cellular Networks

3:45PM | 3:55PM | 186 |Nietbay Uteuliev, Aymurat Orinbaev.
Modeling cost minimization in electrical power transmission
networks.
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4:20 PM

4:30 PM

214

Zarif Khudoykulov, Nuriddin Jabbarov.
Applications of quantum cryptography for Internet of Things
(IoT) security

4:30 PM

4:40 PM

237

Dilshod Matkurbonov, Rustam Djurayev, Shukhrat Djabbarov.
Analysis of the availability indicators of the data transmission
network with packet switching

4:40 PM

4:50 PM

241

Farkhat Rajabow.
Non-contact ultrasonic direct radiation method for measuring
the water level in wells and boreholes

4:50 PM

5:00 PM

262

Nargiza Usmanova, Shukhrat Gulyamov, Dilshod Mirzayev,
Farkhod Ergashev.

Conceptual Presentation of a Behavioral

Interaction Model in Infocommunication

Network Structures

5:00 PM

5:10 PM

231

Kuvonchbek Rakhimberdiev, Arzieva Jamila.

Application of random number generators

in solving the problem of user authentication in blockchain
systems

5:10 PM

5:20 PM

233

Kuvonchbek Rakhimberdiev.
Prospects of application of blockchain technology in the
banking

5:20 PM

5:30 PM

264

Khudoyberdi Mamirov, Javokhir Nurmurodov, Bunyod Azimov.
Structure and algorithms that provide communication between
software tools and bluetooth devices for fast transmission and
reception of signals

5:30 PM

5:40 PM

279

Khasan Khamidov, Aziz
Foziljonov.

Development of an algorithm for calculating the coverage
area of a digital television transmitter taking into account the
terrain and climatic conditions

Mukhamedaminov, Khojiakbar

5:40 PM

5:50 PM

284

Damira Hodjaeva.
Technical capabilities of the internet of things in the
management of water heating in the tank

5:50 PM

6:00 PM

286

Tashev Sarvar, Kushiev Bakhodir, Gulomov Sherzod.
Architecture for optimizing traffic filtering rules

6:00 PM

6:10 PM

271

Abror Ganiev, Muhiddin Abdukadyrov, Nodira Akhmedova,
Sarvar Khalilov.

Solar cells based on GaAs/AlGaAs transparent to long-wave
photons behind the edge of the absorption band.

6:10 PM

Closing remarks

Start
PM

End
PM

Paper
ID

Dr. Ibragim Atajanov
Dr. Elmira Nazirova

remarks
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Building - F Session - 2 COMPUTER VISION
(Room# 402)

Conference ID: 810 4664 0594
Pass Code: 1

2:00PM |2:15PM 57 | Kudratjon Zohirov.
A review: analysis of the process and methods of recognition
of hand movements on the basis of an electromyography signal

2:15PM |2:25PM 58 | Kudratjon Zohirov.
A new approach to determining the active potential limit of an
electromyography signal

2:25PM |2:35PM 99 | Isroil Jumanov, Rustam Safarov, Olimjon Djumanov.
Correction of distortions in signal characteristics of
technological parameters based on wavelet analysis

2:35PM [2:45PM | 121 |Maruf Tojiyev. Maruf Tojiyev, Akhatov Akmal, Kayumov Oybek,
Baratov Jasur

Algorithm for detecting regions with integrity violation in
video frame images

2:45PM |3:05PM 126 |Anora Akhmedova, Igor Gavrilov, Radik Alkhamov, Anastasiya
Puziy.

Bidirectional scaling of TV images based on wavelet transform

3:05PM |(3:15PM 130 | Mrunal Fatangare, Rohini Kale, Murtaza Rizvi.
Criminal Face Detection

3:15PM [3:25PM | 187 |Elyor Egamberdiyev, Bahodir Muminov, Gulshahar Ruzeyeva.
Studying the Factors Affecting the Creative Abilities of Children
Using the Analysis of the Correlation Coefficient

3:25PM ([3:35PM | 192 |[Alisher Shakhobiddinov.
Methods for investigating the spatial heterogeneity of
electromagnetic pollution of the human environment

4:00 PM | 4:15PM | 193 |Fakhriddin Abdirazakov, Sukhrob Atoev, Ruslan Baydullaev.
Development of Software for Speech-to-Text Conversion

4:15PM | 4:25PM | 199 |[Isroil Jumanov, Rustam Safarov.
Correction Of Detected Values Of Distorted Image Points Based
On Truncated Matrix Filters

4:25PM | 4:35PM | 213 |[Isroil Jumanov, Sumatillo Kholmonov, Olimjon Djumanov.
Optimization of Recognition and Classification of Micro-
Objects with Adaptive Image Filtering Mechanisms

4:35PM | 4:45PM | 263 |Hakimjon Zaynidinov, Sanjarbek Ibragimov, Botirjon
Abdullayev, Shavkat Abdullayev, Zilola Dadajonova.

Creation of A Three-Dimensional Model of The Underground
Layer Using Digital Processing of Signals Obtained From Field
Geophysical Research
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4:45 PM

4:55 PM

302

Medha Kumari, Santanu Mandal.
Adaptive Control for A New 4D Chaotic Wing Attractors with
Multistability and Offset Boosting

4:55 PM

5:05 PM

319

Shavkat Fazilov, Khabiba Abdieva, Ozod Yusupov.
Image enhancement method using Hamacher t-conorm for
breast cancer detection in mammograms

5:05 PM

5:15 PM

256

Khalilov Sirojiddin, Khamdamov Utkir, Umarov Mukhriddin,
Naim Nadira, Omonullayeva Farangiza.

Human object detection from image using computer vision
technologies

5:15 PM

5:25 PM

260

Khalilov Sirojiddin, Khamdamov Utkir, Mirzayev Avaz, Erkinov
Shohkrukh, Djurayev Tulkindjon.

Using the method sampling in determination of moving objects
in real time video

9:40 PM

Closing remarks

Start
PM

End
PM

Paper
ID

Building - F Session - 3
(Room # 502)

Dr. Sherzod Gulomov
Dr. Durdona Ergasheva

SECURITY

Conference ID: 846 7670 4146
Pass Code: 2

Remark

2:00 PM

2:15PM

68

Muborak Yakubova, Sharafat Mirzakulova, Komil Tashev, Olga
Manankova, Bakhadyr Yakubow.

Research and selection of a cryptosystem algorithm for
network protection

2:15 PM

2:25 PM

69

Muborak Yakubova, Sharafat Mirzakulova, Sherzod Gulomov,
Olga Manankova. Daulet Naubetov.
Stationarity identification using unit root tests

2:25 PM

2:35 PM

102

Madiyar Seidullayev, Zarif Khudoykulov, Zayniddin Siddiqov.
Improving Data Security in [oT Networks Using Blockchain

2:35 PM

2:45 PM

117

Rustam Melikuziev, Madina Radjabova, Kabira Qurbonova.
The importance of test laboratories in ensuring cyber security
of information resources and military objects

2:45 PM

2:55 PM

125

Shukhrat Egamov, Abduvali Khidirov, Bakhtiyorjon Rakhimov.
Design Algorithm for Textual Information Protection with the
Vernam Ciphering

2:55PM

3:05 PM

129

Durdona Irgasheva, Sanobar Rustamova.
Designing an information security management system for
payment systems

3:05PM

3:15 PM

140

Iskandar Olimov, Tursunov Otabek, Mahmudjon Sadikov.
Analysis of security protocols used in the Internet of Things
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3:15PM | 3:25PM | 142 [Durdona Irgasheva.
A special method in the management of information security
of computer systems

3:25PM | 3:35PM | 160 |Durdona Irgasheva, Dilnoza Sodiqova.
Cybersecurity Issues in Digital Transformation

4:00 PM | 4:10PM | 182 |[Javokhir Abdurazzokov, Ruziboy Turaev, [lkhom Abdurazzokov.
Using Deep Learning Cryptanalysis to Derive Information
About Simplified AES Keys

4:10 PM | 4:20PM | 239 |MirzaakbarHudayberdiev,0ybekKoraboshev,Nurmukhammad
Alimkulov.
Evaluation of Dynamic Parameter Changes in Fire Safety for
Complex Processes

4:20PM | 4:30PM | 243 |Dilshod Matkurbonov, Rustam Djurayev, Shukhrat Djabbarov,
Orif Khasanov.
Analysis of qualitative information security risk assessment
methods

4:30 PM | 4:40 PM | 258 | Yusuf Boriyeyv, Iskandar Olimov.
Analysis of methods for protecting bank payment systems
from digital attacks

4:40 PM | 4:50PM | 221 |Dildora Muhamediyeva, Dilshodbek Sotvoldiev, Abdulla
Arifjanov, Usmon Hasanov.
Fire risk assessment model

4:50 PM [ 5:00PM | 223 |Abdulla Arifjanov, Muxiddin Saidov, Dildora Muhamediyeva,
Dilshodbek Sotvoldiyev.
Determination of the epicenter of an emergency

5:00 PM | 5:10 PM | 252 |Ilkhom Rakhmatullaev, Zarif Khudoykulov, Ilkhom Boykuziev,
Oybek Umurzakov, Eldor Saydullayev.
New hardware-implemented stream encryption algorithm

5:10PM | 5:20PM | 275 [Mirkhon Nurullaev.
Generating cryptographic certificates using a mobile phone

5:20PM | 5:30 PM | 292 |Dildora Zuhurova, Yorqin Hamraqulov, Usmon Nurullaev,
Abdubhalil Ganiyev, [lThomjon Umirov.
Cyber security issues and approach solutions in virtual
education

5:30PM | 5:40 PM | 253 |[Ilkhom Rakhmatullaev, Bakhtiyor Abdurakhimov, Liu Lingyun
NewHSA: New Hardware-Implemented Stream Encryption
Algorithm

5:40 PM | 6:00 PM Closing remarks
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Start End Paper | Dr. Djumanov Jamoljon Xudoykulovich
PM PM ID [Dr. Rakhimov Mekhriddin Fazliddionovich

Building - F Session - 4

COMPUTING
(Room # 302)
Conference ID: 425 631 6104
Pass Code: RvaMA

10:00 AM | 10:15 AM 98 |Gayrat Juraev, Ruhillo Alaev, Obidzhon Bozorov, Firdavs
Muhammadiev.
Model and algorithm for controlling channels of confidential
data leakage in computer systems

10:15 AM | 10:25 AM 35 [Qurbonali Nuriddinov, Asadulla Azizov.
Development and research of a mathematical model for
monitoring the signal points of the railway run

10:25AM | 10:35AM | 114 |Orif Allanov, Obid Mavlonov, Muhiddin Shakarov, Javokhir
Abdurazzokov.
Enhanced Retransmission Steganography Algorithm with Its
Stegoanalysis Methods

10:35AM | 10:45AM | 136 |[Salim Ganiev, Sherzod Khamidov.
Artificial Immune System Based Email Spam Filtering
Algorithm

10:45 AM | 10:55 AM | 138 |RavshanIndiaminov,Abdubakir Abdullaev,Javohir Shodmonov.
Mathematical modeling of magnetoelastic oscillations of a
current-conducting microelement in a magnetic field

10:5AM | 11:05 AM 141 |[O. Kurbanbaev, Jamila Arzieva, D. Jumaniyazov, Kuvonchbek
Rakhimberdiev.
Types of Koshi functions applied to linear differential equations
used in modelling technical processes

11:05AM | 11:15AM | 168 [Bahodir Muminov, Adilbek Dauletov, Mokhichekhra
Rustamova, Matyakubova Noila.
Methods and algorithms for creating multi-parameter reports
in the organization

11:15AM | 11:25AM | 176 |Bakhrikhon Otakhonova, Yusuf Yuldoshev, Sukhrob Atoev.
Development of a Hybrid Module and Algorithm for
Classification of Text Data

11:50 AM

12:00 PM

188

Rustam Baratov, Khurshid Sattarov, Murodjon Begmatov,
Almardon Mustafoqulov, Erkin Sabirov.

Combined method of measuring the power of rotating
mechanisms

12:00 PM

12:10 PM

191

Dilshod Eshmuradov.
Development of a mathematical model of automatic dependent
hybrid surveillance
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12:10PM | 12:20PM | 203 |Olimjon Mirzaev, Sobirjon Radjabov, Nomaz Mirzaev, Gulmira
Mirzaeva, Farkhod Meliev.

Determining the parameters of recognizing operators based
on threshold rules built on the basis of feature interconnection
models

12:20PM | 12:30 PM | 242 |[Kamola Dadamatova, Abdulaziz Nazarov, Otabek Pulatov,
Asadilla Sharipowv.

Performance characteristics of fiber-optical amplifiers with
rare earth elements

12:30PM | 12:40 PM | 266 |Erkin Imamov, Mardon Askarov, Khasan Karimow.
Modeling of optimal parameters of the energy efficiency of a
solar cell with many nano-heterojunctions

12:40 PM | 12:50 PM | 282 |Rakhimjon Azimov, Muslimjon Kuchkarov, Muhammadali
G’ofurjonov, Latif Xurramov, Umida Azimova.

Comparative analysis of local and basic splines in digital signal
processing

2:00 PM | 2:15 PM 291 | Elmurod Babadjanov, Khamdam Kenjaev, Khurshid Toliev.
Mathematical model of summarization of important
information units in text documents

2:15PM | 2:25PM 294 |Sarvar Makhmudjanov, Sirojiddin Qobilov, Muqgaddas
Atadjanova.

Construction Of Higher-Order Spline Functions, Digital
Processing And Modeling Of Signals, And Their Comparative
Analysis

2:25PM | 2:35 PM 11 Isamiddin  Siddikov, Davronbek Khalmatov, Ulugbek
Khujanazarov, Mustafaqul Usanow.

Mathematical Formalization Of The Process Of Drying Cotton
In A Dryer Drum

2:35PM | 2:45PM 150 |Ilkhomjon Siddikov, Halimjon Khujamatov, Azizbek Temirov,
Ernazar Reypnazarov, Shakhlo Khujamatova.

Application Of LoRa Technology For Hybrid Energy Supply
System Based On Edge Computing

2:45PM | 2:55PM 229 | Malika Bakhadirovna, Sherzod Gulomov, Anvar Sulaymonov.
Calculation of the time characteristics of computing tools with
considering device failure

2:55PM | 3:05PM | 255 |Amin Saidov, Shukrullo Usmonov, Dadajon Saparov, Tolmas
[shniyazov, Makhmud Kalanov.

Structural features of epitaxial solid solution films (Si2)1-
x(GaN)x grown on Si substrates from the liquid phase
3:05PM | 3:15PM 273 | Elmurod Babadjanov, Akhram Nishanov, Batirbek Samandarov,
Utkir Achilov.

Mathematical model of diagnosing diseases among cattle with
multiple parameters
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3:30 PM

3:40 PM

290

Sayfiddin Bakhramov, Sirojiddin Qobilov, Nilufar Tulyaganova.
Estimating the error of local interpolation spline functions
in the class of w1l [al,bl] functions and creating a digital
processing model of geophysical signals

3:40 PM

3:50 PM

296

Shakhzod Nazarov, Normaxmad Ravshanov, Erkin Nazarov.
Model and numerical algorithm for investigation of the transfer
and diffusion of aerosol particles in the atmosphere taking into
account the capture of particles by vegetation elements

3:50 PM

4:00 PM

306

Fakhriddin Nuraliev, Mahkam Artikbayev, Safarov Shohruh.
Mathematical modeling of the process of magnetelastic
deformation of anisotropic plates in a thin complex form

4:00 PM

4:10 PM

309

Safarov Shohruh, Fakhriddin Nuraliev, Mahkam Artikbayev.
Mathematical modeling of nonlinear processes of
electromagnetic elastic thin plates of complex configuration

4:10 PM

4:20 PM

265

Sokhibjon Botirov, Rustam Djuraeyev.
Impact of SDN technology on big data transfer in cloud
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Impact of e-commerce on textile SMEs in Gamarra,
La Victoria district - Lima, during the COVID-19
pandemic: an analysis in the Peruvian context
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Abstract—This research analyzes the impact of e-
commerce on the textile sector of small and medium-sized
enterprises (SMEs) located in the La Victoria district of Lima
during the COVID-19 pandemic. A survey was conducted
with 74 textile SMEs to understand the impact of e-commerce
in this sector. Data analysis techniques were used to explore
various variables and establish correlations. The results
revealed a significant correlation among the variables,
supporting the hypotheses proposed. It is concluded that
SMEs that manage to adapt and seize technological
opportunities have the potential to grow and compete

successfully in an increasingly digitized business
environment.
Keywords: E-commerce, SMEs, Textile Sector, Covid-19,
Digitalization

I. INTRODUCTION

In recent years, there has been a remarkable increase in
global e-commerce, which has caused a true revolution in the
way organizations interact with consumers and generate
revenue. This phenomenon has significantly affected Micro,
Small, and Medium Enterprises (SMEs), who have been forced
to quickly adapt in order to take advantage of the opportunities
offered by e-commerce.

Furthermore, the emergence of the internet and e-commerce
has brought about the presence of online competitors and more
informed and demanding customers. This highlights the need
for all organizations to adopt technology in their internal
processes. This action is essential to close the gap that still
exists with developed countries and to promote further progress
towards a renewed digital economy in developing countries [1].

In the context of technological and digital advancement, the
COVID-19 pandemic plays a significant role. It has had a major
impact on e-commerce, driving its growth worldwide. Mobility
restrictions and social distancing have led to a change in
consumer behavior, with more people opting to shop online
rather than in physical stores. The convenience of being able to
explore and purchase products from home, along with the
accessibility provided by the internet, is becoming an
increasingly common habit [2].

Gamarra is the largest commercial hub in South America,
being the foremost importer and exporter in the textile sector
for the region. Textile SMEs play a crucial role in the economy.
However, their informality and lack of organization are factors
that hinder the implementation of effective strategies [3]. These
strategies could mitigate the impacts of the economic recession
generated by the pandemic.

Gonzales-Medina, Melissa Andrea
Universidad Privada del Norte
Lima, PerG
melissa.gonzales@upn.pe

E-commerce or online commerce emerges as the response
to the new challenges posed in this context, as it has
streamlined the adoption process of e-commerce and motivated
micro and small businesses (SMEs) to quickly adapt to this new
reality.

The main reasons motivating Micro, Small, and Medium
Enterprises to adopt e-commerce focus on overall business
improvement, with a percentage of 81.7%, and increased sales,
with a percentage of 66.8% [4]. Furthermore, this phenomenon
has enabled the reduction of operating costs, improved business
visibility, and provided a better customer experience.

Therefore, the purpose of this research will focus on
Peruvian SMEs in the textile sector, located in the La Victoria
district, the commercial center of Gamarra. It will take a case
study approach, combining qualitative and quantitative methods
to collect and analyze relevant data. In-depth interviews will be
conducted with owners and managers of small and medium-
sized enterprises (SMEs) in the textile sector. The interest of
this research is to analyze the impact of e-commerce on textile
SMEs in Gamarra during the COVID-19 pandemic in the La
Victoria district, Lima. The findings can contribute to the
formulation of effective strategies and supportive policies for
textile SMEs in similar situations, as well as expand academic
knowledge in the field of e-commerce and its application in the
business sector during crisis periods.

Il. THEORETICAL FRAMEWORK

A. The pandemic as a catalyst for the rise of e-commerce

According to recent research, the COVID-19 pandemic has
had a significant impact on global e-commerce [5]. The
implementation of lockdown and social distancing measures by
governments and health authorities has led to a noticeable shift
in consumer behavior. Faced with movement restrictions and
the closure of physical stores, people have been forced to turn
to online shopping as a safe and convenient alternative to
acquire goods and services.

The pandemic has accelerated technological adoption in
general, and this has been reflected in the increased
participation of people who were not familiar with online
shopping before [6]. Even older age groups have had to adapt to
using online platforms and shopping apps to meet their needs

[7].

During a two-day meeting on how to measure e-commerce
and the digital economy in retail sales, UNCTAD presented a
report highlighting the remarkable growth of online retail sales
in several countries, taking a more globalized approach. Global
e-commerce sales reached a figure of $26.7 trillion in 2020,



representing a 4% increase compared to 2018, according to the
most recent available estimates [8].

This increase can be attributed to the likely causes of safety
and convenience perceptions [9], as an important factor that has
driven the growth of e-commerce during the pandemic.
Consumers have preferred to avoid crowds and close contact,
opting instead to choose the option of buying online and
receiving products directly at their homes.

The need to adapt to the situation and maintain operability
has led many businesses, especially small and medium-sized
enterprises, to embark on digitalization. These companies have
established an online presence by creating e-commerce
websites or joining existing online selling platforms to reach
their customers. Forced digitization has been a key driver of e-
commerce growth during the pandemic [10].

B. General overview of textile SMEs

Micro, Small, and Medium Enterprises (MSMES) operating
in the textile sector play a crucial role in the textile industry of
other countries. These companies are engaged in the
manufacturing and commercialization of various textile
products, such as garments, home textiles, technical fabrics, and
industrial textiles [11].

Currently, textile MSMEs face a series of relevant
challenges and opportunities. Here are some highlights:

Global competition: Textile MSMEs [12] compete in a
globalized market, which means they must face competition
from large companies and imported products from countries
with cheaper labor. This can make it difficult for them to
remain competitive in terms of price and quality.

Innovation and technology: Adopting advanced
technologies, such as automation and digitalization [13], can
help textile MSMEs improve their efficiency and productivity.
Those who manage to adapt and innovate in their processes and
products have a better chance of standing out in the market.

Online sales channels: E-commerce has transformed the
way textile products are sold. Therefore, textile MSMEs should
consider establishing a strong online presence and leverage
online selling platforms to reach a wider and more diverse
audience.

Despite the mentioned challenges, textile MSMEs also have
significant advantages, such as their ability to be agile and
flexible, establish close relationships with customers, and
develop specialized and niche products. With a strategic focus,
innovation, and adaptability, textile MSMEs can achieve
success in the current market.

C. Importance of Electronic Commerce for SMEs in the
Textile Industry

One of the main reasons why e-commerce is important for
these textile MSMEs [14] lies in the greater geographical reach
it offers, surpassing the limitations of a physical store and
enabling the sale of products anywhere in the world. In this
way, MSMEs can access new markets and potential customers
that would otherwise be unreachable.

Regarding operational costs, establishing and maintaining a
physical store can be expensive for textile MSMEs. However,
e-commerce provides a more cost-effective alternative as it
significantly reduces expenses associated with renting premises,
hiring staff, and overhead costs. Therefore, MSMEs can
manage an online store with a tighter budget and allocate
additional resources to areas such as marketing and product
innovation [15].

E-commerce also offers MSMEs the opportunity to provide
a personalized shopping experience to their customers. By
using data analysis tools and tracking user behavior, these
MSMEs can better understand the needs and preferences of
their customers. Using this information, they can offer
personalized product recommendations, special promotions,
and more efficient customer service, thereby enhancing the
overall customer experience and fostering brand loyalty [16].

D. E-commerce boom in Peruvian SMEs

According to the research conducted by CEPAL, there was
a significant increase of 87% in e-commerce transactions in the
Peruvian territory during the year 2020 [17]. This percentage
represents the highest recorded in Latin America, surpassing
countries like Brazil with 61%, Colombia with 53%, Mexico
with 50%, Chile with 46%, and Argentina with 39%.

Furthermore, it is projected that by the year 2025, e-
commerce will achieve a 10% share in the retail market in
Peru. This figure is of great importance considering that e-
commerce only represented between 2% and 5% of total sales
in the country between the years 2019 and 2020 [18].

Lastly, e-commerce provides flexibility and scalability to
Peruvian textile MSMEs. These companies can quickly adjust
their inventory and product variety according to market
demands.

I1l. METHODOLOGY

Once the research problem has been identified through the
description of its elements supported by a scientific literature
review, this section is necessary to delimit the selection criteria
used to determine the studies that support the research. The
research question under discussion is: "What is the impact of e-
commerce on textile MSMEs in Gamarra, La Victoria District -
Lima, during the COVID-19 pandemic?"

To achieve this purpose, a case study methodology will be
employed, allowing for an in-depth analysis using a mixed-
methods approach in the research, utilizing both qualitative and
quantitative methods. Additionally, it is a descriptive
correlational research, as it will investigate the impact of e-
commerce on textile MSMEs in Gamarra, La Victoria District -
Lima, during the COVID-19 pandemic. This will be
demonstrated through data analysis and collection.

In this research, the boundaries of a specific sample were
established, and a survey was conducted targeting a group of 74
managers and owners of textile MSMEs located in Gamarra, La
Victoria District, Lima. The focus was exclusively on those
MSMEs that have adopted an advanced level of e-commerce.
During the process, a series of hypotheses corresponding to this
topic were formulated, and the relevant variables associated
with it were identified and analyzed.



A parametric statistical methodology was employed due to the
use of data with qualitative distribution. To evaluate the
normality of the sample, the Kolmogorov-Smirnov normality
test was applied since the sample size exceeded the threshold
of 50 observations (n > 50). To carry out the normality test, the
following hypotheses were formulated. The null hypothesis
(Ho) states that the data followed a normal distribution, while
the alternative hypothesis (Ha) suggests that the data did not
follow a normal distribution. A significance level of 5% (0.05)
was selected, corresponding to a confidence level of 95%.
Subsequently, the analysis of the results obtained through the
Kolmogorov-Smirnov normality test was conducted.

TABLA|
ASSOCIATED RELATIONSHIP VARIABLE-HYPOTHESIS

IV. RESULTS
TABLA Il KOLMOGOROV-SMIRNOVA TEST OF NORMALITY
Statistical gl p
V1 0.351 74 .000
V2 0.483 74 .000
V3 0.456 74 .000
V4 0.427 74 .000

VARIABL
E HYPOTHESIS

H.A There is a high adoption of e-
commerce in the textile SMEs of Gamarra

V1. use of  during the COVID-19 pandemic.

e-commerce in

the pandemic H.N: There is a low adoption of e-

commerce in the textile SMEs of Gamarra
during the COVID-19 pandemic.

H.A: There is a direct relationship
between the main barriers to the
implementation of e-commerce in the
textile SMEs of Gamarra during the
COVID-19 pandemic with the lack of

Ve financial resources and the lack of training

training of in technology.

technologies

related to e- H.N: There is no direct relationship

commerce between the main barriers to the
implementation of e-commerce in the
textile SMEs of Gamarra during the
COVID-19 pandemic with the lack of
financial resources and the lack of
technology training.

H.A: There is a direct relationship
between e-commerce and the increase in
sales volume of textile SMEs in Gamarra

V3: Sales during the COVID-19 pandemic.
of SMEs H.N: There is no direct relationship
between e-commerce and the increase in
sales volume of textile SMEs in Gamarra

during the COVID-19 pandemic.

H.A: There is a direct relationship
between the impact of the COVID 19
pandemic and the increase in the volume

V4: Effect of sales of textile SMEs in Gamarra.
of the COVID
19 pandemic H.N: There is no direct relationship

between the impact of the COVID 19
pandemic and the increase in the volume
of sales of textile SMEs in Gamarra.

Source: Own elaboration

a. Lilliefors significance correction
Source: Own elaboration from the statistical application SPSS

According to the normality analysis performed using the
Kolmogorov-Smirnov test, it was found that none of the
variables analyzed follow a normal distribution. This is
supported by the fact that the probability value (p) obtained in
the test is lower than the established significance level of 5%
(p = 0 < 0.05). Therefore, it can be inferred that the variables
may experience variations over time, including possible long-
term increasing trends. Consequently, the null hypothesis (Ho)
is rejected, and the alternative hypothesis (Ha) is accepted,
indicating the need to apply non-parametric statistical methods
in the data analysis.

Based on previous research, non-parametric statistical
techniques are used to examine the correlation between two
variables, referred to as V1 and V3, using the Spearman's rank
correlation coefficient. The objective is to test the hypotheses,
where the value of the coefficient () will indicate whether
the null hypothesis (Ho) presents no correlation (o = 0) or if
there is a correlation (p # 0). Based on this value, the null
hypothesis can be accepted or rejected.

TABLA 111
SPEARMAN’S CORRELATION OF THE USE OF E-COMMERCE IN THIS
PANDEMIC WITH COMPANY SALES

V1 V3
Correlation
Vi coefficient (p) 1 0.708
Sig. (bilateral) . 0
N 74 74
V3 Coeffluent 0.708 1
correlation (p)
Sig. (bilateral) 0
N 74 74

Source: Own elaboration from the statistical application SPSS

According to the study conducted, a significant relationship
was found between the use of e-commerce during the
pandemic and company sales (p < 0.05). This relationship was
identified as direct, indicating that as the use of e-commerce
increases, company sales also increase. Furthermore, the
results obtained through the Spearman's rank correlation
coefficient revealed a high and strong correlation (= 0.708)
between both variables.



TABLA IV
VARIABLE PEARSON CORRELATION MATRIX V1, V3
AND V4
Control
Variables V1 V4 V3
nona V1 Correlation 1.00 -0.86 0.6
e- 0
gl 0 7200 72
V4 Correlation -0.86 1.00 -0.70
al 72.
72.0 0 0
V3 Correlation 0.60 -0.70 01.0
gl 72.0 72.00 0
V Vi Correlation 1.00 -0.77
3
al 0 71.00
V4 Correlation -0.77 1.00
al 71.0 0
a. The cells contain correlations of order zero (Pearson).
Source: Own elaboration from the statistical application
SPSS

Finally, the research results revealed several significant
partial correlations between the analyzed variables. Firstly, a
significant positive partial correlation of 0.600 (p < 0.001, one-
tailed) was found between the use of e-commerce during this
pandemic and company sales, while controlling for the effect
of the COVID-19 pandemic. These findings indicate that there
is a positive association between the use of e-commerce and
company sales during this health crisis.

On the other hand, a significant negative partial correlation
of -0.862 (p < 0.001, one-tailed) was identified between the
use of e-commerce during this pandemic and the impact of the
COVID-19 pandemic. This implies that as the use of e-
commerce increases, the negative impact of the COVID-19
pandemic decreases. In other words, e-commerce can mitigate
to some extent the detrimental effects of the pandemic on
various business activities.

Additionally, a significant negative partial correlation of -
0.703 (p < 0.001, one-tailed) was observed between company
sales and the effect of the COVID-19 pandemic, while
controlling for the use of e-commerce during this pandemic.
These results suggest that as the impact of the COVID-19
pandemic becomes more pronounced, company sales decrease.
Furthermore, the presence of e-commerce appears to attenuate
these negative effects of the pandemic on company sales.

V. CONCLUSIONS

The findings of this research support the existence of
significant links between the use and impact of e-commerce,
sales of small and medium-sized textile businesses, and the
COVID-19 pandemic. These results highlight the effectiveness
of the normality tests conducted, where all alternative
hypotheses were accepted in response to the analysis question.
It is important to emphasize the relevance of e-commerce as an

effective business strategy during the pandemic, as it 4

demonstrates its ability to positively influence sales and
mitigate the negative effects of the health crisis.

Regarding the practical applications of the research, it is
recommended that managers of small and medium-sized
enterprises (SMESs) receive training in technologies associated
with e-commerce. Such training is essential to foster greater
adoption and mastery of the necessary processes to achieve
optimal efficiency in managing online sales.

This study presents several significant contributions;
however, it is important to highlight some of its limitations.
Firstly, exclusively Peruvian SME data belonging to the textile
sector that use e-commerce were used. Therefore, the obtained
results should be cautiously extrapolated to other geographical
areas. Additionally, due to inherent sampling bias, the results
can be more accurately applied to SMEs engaged in commerce
and services that show interest in adopting e-commerce as a
sales strategy.

Finally, the selected theoretical framework is based on
extensive empirical literature that allows for the comparison of
the results obtained in this study. E-commerce provides SMEs
with numerous opportunities for growth, expansion, and
competitiveness in an increasingly digitized business
environment. Leveraging the advantages offered by e-
commerce can make a significant difference between success
and stagnation for these companies.
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Abstract - The work is devoted to the creation of an
adequate mathematical description of the drying process of
raw cotton in order to solve the problem of optimization and
control of the technological process of cotton processing. The
development of a mathematical model of the cotton drying
process was based on the application of the heat and mass
transfer equation, taking into account the regularity of heat
and humidity transfer inside the body, between the surface of
the body and the environment. In the developed
thermophysical model of the drying process of raw cotton,
taking into account the peculiarities of the drying process, heat
and mass transfer processes are described, like the components
(raw cotton) so the thermal agent (heated air). In drawing up
this model of the drying process, the drying unit is considered
as a linear deterministic system under conditions of small
disturbances, which allowed the use of the method of
linearization in research of small deviations from the
stationary regime. The developed mathematical model of the
process allows you to get its analytical solution and develop
algorithms of control that allowing the generation of high-
speed control signals. The analytical form of representation of
algorithms of control will allow calculating the values of
control influences at high speed when using them in real time,
unlike the well-known algorithms based on obtaining a solution
by a numerical method, and which are now widely used in
many control systems.

Keywords - mathematical model, optimization, thermal agent,
thermophysical model, algorithm

. INTRODUCTION

Currently, one of the most important problems in
creating highly efficient automatic control systems by
dynamic objects is the development of effective methods
of managing technical systems, based on the use of highly
efficient algorithms of control, allowing to minimize the
cost of raw materials and energy in production. In this
regard, at the present time, great attention is paid to the
creation of effective algorithms of control that meet the
requirements for the creation of automatic control systems
for technological processes [1-3].

One of the obstacles to improving most of the existing
control systems for technological processes is the lack of
adequate models describing real processes and suitable for
use as part of systems of optimization and control.
Traditionally used models are either difficult to solve the
task and, thus, inconvenient in control tasks, or simplified,
which does not allow to fully describe the actual processes.
To solve this problem, it is necessary to create adequate
mathematical models of dynamic objects, with the help of
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which it would be possible to obtain an analytical solution
of the problem. The analytical form of representation of the
algorithms of control will allow calculating the values of
control influences at high speed when using them in real-
time conditions, in contrast to the known algorithms based
on obtaining a solution by numerical method, which are
currently used in many control systems [4-6].

The application of the proposed mathematical model
of the drying process of raw cotton in the automatic
control system of drying drums makes it possible to
improve the quality of the control process associated with
the control algorithm created on the basis of an analytical
solution of the mathematical model. This allows you to
significantly increase the speed of generation of control
signals compared to traditional algorithms based on
numerical solution methods. It should be noted that when
using the proposed algorithm, the energy costs of the raw
cotton drying process are significantly reduced by
reducing fuel consumption, which is of great practical
importance for modern production.

The intensification of the thermophysical process
during the drying of raw cotton is directly related to the
object under study, as well as between the surface of the
body and the environment. For create a highly efficient
control system of the process under consideration, it is
necessary to develop a thermophysical model of raw
cotton describing heat and mass transfer processes are
described, like the components (cotton) so the thermal
agent [7-9].

It should be noted that under thermal action, the
thermodynamic equilibrium in the agent being dried is
disturbed, associated with the transfer of heat and matter
(moisture) in the components of raw cotton[4].

It is known that cotton drying units are objects with
distributed parameters, since the drying intensity,
temperature regime, partial air pressure and other
parameters change according to the volume of the dryer.

To build a mathematical model of the drying plant, we
will use the heat and mass transfer equations, taking into
account the peculiarities of the drying process of raw
cotton [2].

When deriving the equation of the relationship of the
main parameters of the raw cotton drying process, the
temperature of the spent drying agent is assumed to be
proportional to the temperature of the raw cotton coming
out of the dryer (t;=Q./c).
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Il.  FORMULATION OF THE PROBLEM

Leave spaces inside the The equation does not take
into account transport and transition delays, which are
directly related to the design parameters of the drying drum
[10,11, 13-15].

Taking into account these assumptions, the equation of
heat balance and heat accumulation by raw cotton in the
dryer can be presented in the following form [12]:

WZ
Cyat; —C, -t G
Qda 100 Wl ( da'l b 2) 2

+0.47t, —0) =G, -C.(0, - 0,),

Wy =W, (595 +
100 - W, (1)

where: 6, — initial temperature of raw cotton; 6, — final
temperature of raw cotton; W, — input humidity of raw
cotton; W, — humidity of raw cotton after drying;
G, —weight of dried raw cotton; C. — heat capacity of raw
cotton.

However, equation (1) describes the steady-state
(stationary) mode of operation of the dryer and for the study

of dynamic modes associated with various perturbations, it
should be somewhat transformed.

Qda 100 V\Z (Coalti —Cp - t5) — Gzﬁ(595+ @)
+0.47t, - 0) =G, -C.(0, — 6,) = ¢, (W,0,1).
In steady state mode
¢ (W,6,t)=0. (3)

Any change in the main factors (a change in the initial
humidity or the amount of raw cotton received into the
dryer) leads to a violation of the normal flow of the cotton
drying process, which entails a violation of equality in the
expression (3).

With any changes in internal and external influences in
the drying drum, a transient process occurs to restore
equality (3), as a result of which it becomes necessary to
change the temperature of the supplied heat agent ti;, the
temperature of the raw cotton heat agent 6, , the humidity of

the raw cotton W5, as well as the consumption of cotton.

Using the heat balance equation, taking into account
the dynamics of the heat generator, we will describe a
mathematical model of the cotton drying process using an
analytical method.

Q+Q;-Q3-Q,-Qs=0, 4)
Q1 — heat flow coming from the air;
Q2 — heat flow coming from wet cotton;
Qs — the heat flow leaving with the air;
Q. — heat flow leaving with dried cotton;
Qs — heat flow leaving through the walls of the
dryer drum;

It should be noted that in this case, the flows Q1, Qz -
are controlling, and Qs - is a disturbing effect on the object.

where:

In this case, the main physical law connecting the
controlling and disturbing effects is the law of conservation
of energy, which can be written for an object in the
following form:

Cm_ Z QI ’ (5)
=1

where ¢ - is the heat capamty of the substance; m - is the
mass of the substance in the volume; O - is the temperature
of the substance.

It should be noted that the drying process consists of
two parts: a drying drum and a heat generator, where the
thermophysical properties of which differ sharply from each
other. Then the heat exchange process will be written by a
system of equations in deviations:

dae
CaMy L= AQl - AQz - AQs - AQA,;
dAB ¢,
CtenM fen dt = AQ4 _AQ5:

where ca, m, — specific heat capacity of air and fencing; ma,
Meen — air mass and fencing; A6, Abren — the deviation of air
temperature and fences from the calculated steady state;
AQ1, AQz, AQs, AQ4, AQs— deviations from the steady state
temperature respectively with the incoming air, damp
cotton, the outgoing air dried cotton and through the wall of
the drum.

The temperature deviation can be written as:
AQ, = c,AM (05, 6, );
AQ, = CaAma(ea - eout);
AQ; = c,Am (8, — 0y );
AQ, = caAM, (A8, — AB 1, );
AQs = F o0ty (A0, — AB,, );

where Amsa, Ame, Ama — are the deviations of the mass,
respectively, of the supplied air, the air inside the drum and
cotton kg/s; ca,cc — are the specific heat capacities of air and
cotton, kJ/(kg-°C); Frn — square fence, m?; oout, 0a — the
coefficients of heat transfer on the outer surfaces of the
drum and cotton, W/(m?-°C); AOa, ABout, ABsen — deviations
from the steady-state temperature of the outside air and
walls of the drum, °C; Ofen, 04, 054, O¢, Oren — air temperature,
respectively, outdoor, inside the drum and served air, cotton
and walls of the drum, °C.

When drawing up a system of equations (6) which
characterizing the dynamics of the drying process, we will
make the following assumptions: the drying drum is
considered as a linear object with concentrated parameters;
the flow rate of the heat agent does not change; the air
supply rate inside the drying drum is not taken into account.

In this regard, taking into account the heat flow, the
dynamics equations (6) are described as follows: instead of
heat flows, we substitute their values expressed in terms of
specific heat capacities, masses, temperature differences,
heat transfer surface areas and heat transfer coefficient:

dA6
CaMa dt *= CaAms.a (es.a - ea) - caAma (ea - eout) -

7
-C.Am (6, — - AB¢); ( )
dAB ¢,

dt

eout) - Ffenaa (Aea

CfenMfen = Ffeno“a(Aea —-A6 fen) - Ffeno“out(Ae fen = Aeout) ’



where cren — the specific heat capacity of air, ki/(kg-°C); ma,
mien, — the mass of air inside the room and the walls of the
drum, kg.

Given that Am,, = Am, and Am, =0, it is possible to
somewhat simplify the first equation of the system (7):

dAae
CaMy dt &= CaAma (es,a - 29& + eout) - FfenaaAea + I:fen(‘aAe fen s (8)
from which
Am, dA® Am
A6 fen = o & 2_ca . '(es.a —29a +eout)"'Aea' (9)

Ffenaa dt Ffenaa

The value of ABOw, is substituted into the second
equation of the system (7) and after the transformations we
get:

Cf mf CaMm der Cf mf C dAm
en''fenva''a Za_ en'!! fen a_(GS.a_26a+90ul)7a+
Ffen(’"a dt Ffenaa
dAe dAe
+CtenMien 'Ta: Fren®aA0, —CoMy &+ (10)
C,m dA©
+CoAM, (B, =20, +0yy )~ Fren0,A0, _%%M‘TM
a

Camaaout
+ o '(es.a _Zea +eout)_ FfenaoutAea + Ffen(’“outAeout'
a

2
CtenMeenCaMy d Aea

AD, A,
2 + CrenMien - ! +

—+C,m
dt R |

Ffenaa dt
c,m dAo CtenMfenC
poala%out B0 | g o AQ, = o (11)
O, dt Fien®a

dAm

'(es.a - 2ea + eout)'Tal + CaAma ' (es.a - 26a\ + eout)"'

c,Am_cC
+2—aod. (esAa - 26a + 6out)+ FfenaoutAeout'
Qg
AOOUFO.
CrenMpenCaMa  d2AO o dae
fen_fen‘a a . 2 | CrenM e + CaMy| 1+ —2L || —2
Fren®a dt o, dt
CtenMtenCa dAm
+ Fren®outAB, = —'(es.a —20, + eout)' L+

Ffen®a dt

+ [ca (0., —20, + 0, )(1+ %D -Am,.
a

o
out
2 Cten™M fen +Cama(l+ j
CrenMpenCaMa dAO, 4 O F dAo, .

F fen © a oyt dt? F fen O out dt
C fenM e C dAam
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P
+ -Am,.
Ffen(xout

In the canonical form, the equation of drum dynamics
has the form:

T2 d?Ae,

dae,
0 g2

+T; +A6a=K-(T2

Where T02 _ Cfenmfencama ,

Ffenaaaout

(02
Cfenmfen+cama 1+ out
oy .

Tl = ’
E
fen @ out

CtenMtenCa F fen Cout
T2 = =

2 o
Ffenaaaout{ca '(es.a =20, + 00y {l"' OUtJJ

CtenMtenCa

Ffenaa[ca '(es.a - 26a + eou'r {1"' ou ]]
O

Ffenaout

ey (04, —20, +0,, )[1+ Fout ]

Qa

K =

I1l. RESULTS AND DISCUSSIONS.

It is known that the technological and technical

parameters of the 2SB-10 drying drum have the following
values:
Ta = 104 kg, Ca = 1005 kJ/(kgoC), Mfen = 8268 kg, Cfen —
088 kJ/(kg'OC); Cc = 171 k\]/(kg'OC); Ffen = 1065 mz; aout =
Oa = 2000 W/(mZOC), ea = 100 OC; eout = 25 OC; es,a = 200
°Ci0; = 60 °C; T/ =8.82 5% T,=635 T,=0825 K =
0.14 °C - s/kg;

Taking into account these data, the transfer function of
the drum for the control action is obtained:

AB,(s)  K(T,s+1)  0.14-(0.82s+1)

W(s) = = =
Am,(s) T2s?+T;s+1 8.82s2+6.35+1

Fig.1. Shows a generalized block diagram of the
drying process, presented as a 2-capacity object: the first
capacity is the equation of the furnace unit, and the second
is the drying drum.

nmy, 0.17

37s+1

5 0.14-(0.825 +1) 2gs | %

5 e
8.825° +6.3s5+1

Fig.1. Generalized block diagram of the drying process

The generalized transfer function of the drying drum,
taking into account the heat generator and the pipeline, has
the following form:

. . Ca—s(1+71o)
W(S):e_a: K- Ko (T232+i) e _
m,  (Tus+1Ts? +Tys+1) .13
_0.0238-(0.825+1)-e" "%
(3.75+1)-(8.825% +6.35 +1)

The generalized transfer function of the drying drum,
taking into account the heat generator and the pipeline, has
the following form: The proposed method for constructing
mathematical models of drying plants is the basic one for
studying the dynamic properties of the drying process and



synthesizing algorithms for controlling the 2SB-10 drying
drum. It should be noted that the proposed method is
universal. Similarly, it is possible to obtain transfer
functions for other disturbing effects.

Based on the expression (13), a structural model of a
cotton drying unit is constructed (Fig.2).

Integrorz

Wiz [ delmmu)

w2

Fig. 2. Structural model of a cotton drying unit

To determine the adequacy of the developed model
with a real object, simulation experiments were performed,
the results of which are shown in Fig. 3.

Fig. 3 Transition process graph

The analysis of transients showed that the proposed
model coincides with the real process by 98% and this
corresponds to the adequacy of the model.

IV. CONCLUSION

A method for constructing a mathematical model of
the drying process of raw cotton is proposed, based on the
application of the heat and mass transfer equation, taking
into account the regularity of heat and humidity transfer
inside the body, between the surface of the body and the
environment.

The application of the proposed mathematical model
of the cotton drying process in the automatic control system
of drying drums improves the quality of the control process
and significantly increases the speed of generating control
signals compared to traditional systems based on numerical
solution methods. It should be noted that when using the
proposed algorithm, the energy costs of the cotton drying
process are significantly reduced by reducing fuel

consumption, which is of great practical importance for
modern production.
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Abstract— Cryptographic systems are of great importance in
protecting confidential information. One of the main parameters
in cryptographic systems is the key. The more secure the key, the
higher the confidentiality of the data. In public key
cryptosystems, in addition to the requirement of key length, the
requirement that the key value should be prime is also important.
In this paper, a new algorithm for checking numbers for
primality is presented and the algorithm is evaluated.

Keywords — Miller-Rabin test, prime number, recursive
function, deterministic algorithms, probabilistic algorithms

I. INTRODUCTION

There are various ways or algorithms to check if a number
is a prime number. Some algorithms are specific to numbers
with certain properties or structures, while others can be
applied to any number. The algorithms that work for any
number are highly useful both in theory and in practice.
Generally, all primality-testing algorithms can be grouped into
three major categories [1]:

e  One-way error probabilistic algorithms;

e probabilistic runtime algorithms;

e  deterministic algorithms.

Although exact tests return, a definite answer about
whether a number is prime or not, these types of tests are rarely
used in practice because they are slow because of the
complexity of the algorithm.

Probabilistic tests - the result of this test is true with a fairly
high probability. Repeating them multiple times with different
parameters for the same number makes the probability of error
quite small.

The methods used to determine whether a number is prime
or not can be categorized into different classes based on their
execution complexity:

e Analgorithm is called continuous if its complexity
value does not depend on the size of the initial

value, i.e., O(1);

An algorithm is called linear if its order of
complexity is 0 (n);

10

Ulugbek Mardiyev

Cryptology department
TUIT named after Muhammad al-Khwarizmi
Tashkent, Uzbekistan
ulugbekmardiyev@gmail.com

Exponential rank algorithms - an estimate of the
complexity level O(c”(log n)) for some constant
c>1;

Subexponential level algorithms - complexity
level estimate O(cUogmY(oglogm™™y for any
constantc > 1and0 <y < 1;

Polynomial algorithms - complexity estimate
0(log“n) for some constantc>1.

Probabilistic algorithms with one-sided error -Historically,
the first one-way error probability algorithms were algorithms
with polynomial execution complexity.

Algorithms whose execution time is probabilistic - The next
important step in the development of primality testing is related
to the emergence of algorithms whose execution time is a
polynomial time probability. Algorithms belonging to this class
are elliptic curve tests (ECC). Algorithms of this type have
very high polynomial complexity, due to which they are not
used in practice.

Deterministic algorithms - Deterministic algorithms for
checking integers for prime numbers have been around for
more than two thousand years. One of the earliest algorithms
we know is Eratosthenes' algorithm, which determines a prime
number by dividing it by the prime numbers preceding it. In
general, it is enough to check that P; < |vn| is divisible by all
prime numbers. This algorithm is also called the trial division
algorithm.

Algorithms of this type make an explicit decision as to
whether the incoming value is prime or complex. However,
such algorithms are impractical because they require large
computational registers for very large numbers.

In practical applications, tests that have a higher degree of
polynomial complexity are employed.

A. Fermat primality test

The tiny Fermat theorem-based algorithm is the first of
these class of algorithms. This test procedure is based on the
theorem proposed by renowned French mathematician Pierre
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Fermat, known as the "little ferme theorem" in the 17"
century [2].

If n is a prime, then, according to Fermat’s small theorem,
the equation a™~! = 1 (mod n) holds, where a is arbitrary and
n is not divisible by a. The fulfilment of the equation "~ =
1 (modn) is a necessary and sufficient condition for
determining the primality of a given number n. That is, if
a™ 1 # 1 (mod n) for any a, then n is a complex number,
otherwise, it is difficult to say anything definite, but the
probability of the number increases. If the comparison a™~! =
1 (mod n) is performed for a complex number n, then the
number n is called pseudo-prime based on a.

However, when the number n is complex, a is found such
that the comparison a®~! = 1 (mod n) is not performed, such
a number a is called evidence of the complexity of the number
n, and the previous number a, which made the comparison, is
called a “false witness” of primality n.

Consequently, when testing a number for prime according
to the Ferm theorem, the number a is chosen. a™ ! =
1 (mod n) the larger the number a that satisfies the condition,
the more likely that the number n is prime. But there are
complex numbers n such that for a® ! =1 (modn) the
comparison holds in an arbitrary number a, which is prime
with n. Such numbers are called Carmichael numbers. The set
of Carmichael numbers is an infinite set, the smallest of which
isn=561=3-11-17. In spite of this, the Ferma test is
effective in determining composite numbers [3]. The Time
complexity of this test is 0 (k logn)3.

Input: An odd integer number n > 3 and hidden parameter
t>1;

Output: “is n prime?” the answer shoul be “prime” or
“complex”.

1. fori =1 to t do the following:

1.1. randomly selected the number a, satisfying
condition 2 <a <n-—2;

1.2. Calculated r = a™1;

1.3. If (r = 1), then returns a "complex number";

Returns “prime number” [4].

Fermat's theorem suggests that, when checking for
primality, several numbers of a should be selected. The more
numbers of a that satisfy the condition a® ! = 1 (mod n), the
higher the likelihood that n is a prime number. However, there
are n complex numbers for which the comparison a™® ! =
1 (mod n) is performed for any prime number a that is
coprime with n. These numbers are known as Carmichael
numbers. The Carmichael number set is an infinite set, and the
smallest known Carmichael number isn = 561 = 3 - 11 -
17. Nevertheless, the Fermat test remains an effective way of
determining primes.
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B. Solovay-Strassen primality test

Another primality-testing algorithm in this category is the
Solovay-Strassen test, which always correctly detects prime
numbers but may give a wrong answer with a certain
probability for composite numbers. The primary advantage of
this test is that it can identify Carmichael numbers as
composite, which the Fermat test cannot do.

The essence of the test is to test not every number in the
entire sequence, but a random set of each random number for k
times. This algorithm based on Fermat's little theorem.

If p—simple number, and a — a,, integer that is mutually
prime with n, so: a® ! = 1(mod n).

In this case, the Jacobi symbol is used to define the
Carmichael numbers.
n-—1

(g) =a 2 (modn)

where (%)—Jacobi symbol, called witness of primality n [4].

This test uses the Euler criterion. It is known that according
to the Euler criterion, if a™~1/2 = (%) mod n condition is

satisfied for all witnesses of prime numbers a that do not have
the greatest common divisor with n, then n is an odd number of
prime numbers.

That is, this algorithm focuses on the elements 1 and —1,
which are formed in the column corresponding to the "prime
witnesses" a, which are mutually simple with n in the (n —
1)/2 row of the table of levels of prime numbers [5].

If at the end of the test witnesses, the prime number n has
been discovered as much as iterations k, the number n is
probably simple, with a probability 1 — 27%. Odd n satisfying
the test condition and not being prime is called pseudo-simple
Euler numbers at the base a [6¢]. The complexity value of this
testis 0(log®p).

The Fermat and Solovay-Strassen tests rely on translating a
congruence modulus of primes, or Fermat's little theorem, or
Euler's congruence into a set of composite numbers and hoping
it will fail there.

C. Miller-Rabin primality test

The Rabin-Miller test is one of the probabilistic primality
tests based on the strong concept of pseudoprimality.

The test algorithm developed by Michael Rabin, based in
part on the ideas of Jerry Miller, is now widely used in the
design of public key cryptosystems. This algorithm is
recognized as a powerful algorithm for testing pseudo prime
numbers. Miller-Rabin is a polynomial-time algorithm with a
time complexity of 0(k logn)3.

As in the Fermat and Solovay-Strassen tests, we are using
the term “witness” to mean a number that proves n is
composite. An odd prime has no Miller—Rabin witnesses, so
when n has a Miller—Rabin witness it must be composite [7].

It is based on the representation of p — lin the
representation 25 = r. Where s is the number of divisions of



p — 1 by two, r is an odd number. The Rabin-Miller algorithm
is based on the following definition [8].

Definition. Suppose p is an odd composite integer, and p —
1 = 2% = r, where r is an odd number. If a” # 1 (mod p) and

all j,0<j <s—1, a?’" % —1, then for p, a is called a
"strong witness" (composite). Otherwise, if a” = 1 (mod p) or

J
for all 0<j <s—1, a®" # —1, then p, a is called the
number of the "strong pseudo-prime™ according to the basis a.
An integer a is called a "strong liarwitness" number for p.

The probability of a test error does not exceed 272 for a
single value of x, and if the test is repeated k times for different
values of x, the probability of error decreases to 272,
Numbers that satisfy this condition but are not prime are called
x-based strong pseudoprime numbers. The complexity of this
test is O(log®p). In the figure below, the prime number
generation time represents the dependence of the number of
bits.

D. Lucas primality test

The Lucas test was developed on the Lucas side in 1891, an
algorithm for determining the numbers (not just the Mersen
and Farm numbers) for the primality, based on the probability
used to determine the primality.

According to the algorithm, an input value n is called prime
if for any prime g, which is a divisor of n — 1, there exists a
such that a®~* = 1 (mod n) and a™ /4 = 1 (mod n), if the

conditions are satisfied. This algorithm requires that the prime
divisors of n-1 are known. At present, there is no known
complex number that does not pass a certain number of Rabin-
Miller and Lucas tests [9].

E. Proth primality test

Proth theorem is a probabilistic algorithm that is used to
test numbers for primality of a certain kind. This test usually
tests numbers of the form k = 2™ + 1, where k is an odd integer
such that k < 2™. A number p is called a prime number if the
condition a®~1)/2 1 (mod p) holds for such an integer a.
Prime numbers of this type are called Prot prime numbers.
Prot's theorem quickly determines whether a number is prime
or not. However, it is very slow in determining whether a given
number is composite(it is necessary to check every number
from 2 to n). This algorithm is recommended for finding prime
numbers within a certain range [10]. The time complexity of
Proth test is O((k logk + logn) logn).

F. Pocklington primality test

The Pocklington test, developed by Pocklington and
Lammer, determines whether an incoming prime number can
be identified. An input number N is prime if, for any prime
number g, which is a divisor of number N-1, there exists an
integer a such that a¥~! = 1 (mod N) and ged(a™W~1/7 —
1,N) = 1. This algorithm requires that the prime divisors of
N-1 are known [11].

Table 1. Below is an analysis of probabilistic algorithms for checking numbers for primality.

Name of test Advantage Disadvantage Complexity
Fermat - Very simple to implement. -Failure probability may reach 1. 0 (klogn)3
- Base for many tests. -Pseudoprime can pass the test.
- i 3
Pseudoprimes are successfully announced as an Euler pseudoprime can pass the test, 0 (klogn)
Solovay Strassen . - Computation of Jacobi symbol adds more
composites. :
computation overhead.
- Fast & efficient. 0 (klogn)?
Miller-Rabin - Euler Pseudoprimes are successfully Strong pseudoprimes can pass the test.
announced as composites.
Pocklington Very efficient if there is a factor ¢ > vn — 1 Err]l(;nv\?nfactors of n — 1are required to be already 0 (Ininm)
- Prime factors of n — lare required to be already 0 (p? log, n)
Lucas Valid for any generic or special form numbers known. . . P
" - Worst case scenario may take long time. (if n is
composite, this test may not terminate).
Proth Very fast and reliable test to decide about proth Warking well only with proth numbers, 0 ((klogk

number.

+ logn) logn)

G. Releated Work

The authors of [12] conducted an analysis of the Miller-
Rabin and Solovay-Strassen tests, which are based on
probabilistic testing. They concluded that the Miller-Rabin test
is highly effective. This analysis was carried out using a
mathematical model.

In reference [13], the authors conducted an analysis of the
Miller-Rabin probabilistic test, the deterministic AKS test, and
an elliptic curve test. Based on their analysis, they concluded
that the Miller-Rabin test is the most effective, while the latter
two tests are typically used in practice. They also provided

12

mathematical evidence to demonstrate the superiority of the
Miller-Rabin test over the Solovay-Strassen test.

The authors of [14] conducted a study on the correlation
between the length of test numbers and the number of Miller-
Rabin rounds required to obtain an accurate result. They also
provided suggestions for selecting a suitable set of bases that
can improve the efficiency of Miller-Rabin. The paper ends
with a discussion on several theoretical issues that can enhance
the implementation of Miller-Rabin.

In [15], the author discusses the Solovay-Strassen, Miller,
and AKS primality tests and presents results from



implementing these methods using Maple. The study aimed to
determine the number of steps required for numbers of varying
sizes (ranging from 4 to 12 digits) and to assess the results
obtained.

The article [16] provides C++ implementations of several
randomized and deterministic primality tests, including Miller-
Rabin, Fermat, Solovay-Strassen, and AKS. The author proves
several theorems to help understand these algorithms and
provides explanations of the necessary concepts from number
theory. While the author provides a brief overview of primality
tests, they focus on the AKS test and compare its effectiveness
to Fermat's test.

The paper published in [17] describes the implementation
of the Lucas probabilistic primality test and focuses on
developing a hardware architecture that is suitable for this test.
The effectiveness of this algorithm was evaluated for numbers
of different sizes.

In [18], the authors conducted a comprehensive study of 14
primality algorithms, including both deterministic and
probabilistic tests. They found that deterministic tests were
very slow, so probabilistic algorithms were more suitable for
real-world applications. However, there is a chance of failure
for probabilistic algorithms in certain situations. The authors
concluded that the LLR method is the most effective
deterministic primality test, while the Miller-Rabin algorithm is
the most effective probabilistic primality test.

The authors of [19] provide theoretical and practical
justifications for why the Miller-Rabin primality test requires
improvements. They present alternative, more effective
approaches for testing primality using Miller-Rabin probability
error reduction estimations.

In [20], a comprehensive examination of various primality
testing methods is presented, along with details on their
characteristics, capabilities, limitations, and time complexities.
The tests are divided into four subcategories: deterministic,
heuristic, monte-carlo randomized, and las vegas randomized.
Additionally, eleven of the algorithms are implemented in both
Java and Python to assess their effectiveness. The findings
reveal that no single primality test is appropriate for all
situations and number formats. Thus, it is necessary to choose
the appropriate algorithm from among these methods for each
instance.

The analysis shows that the Rabin-Milner algorithm is the
best probability-based algorithm for checking the numbers for
primality. But there will be false witnesses in this method, too.

I1l. NEw PROBABILISTIC ALGORITHM TO CHECK NUMBERS FOR
PRIMALITY

As mentioned above, the Rabin-Milner algorithm treats
some complex numbers as prime numbers, which affects the
reliability of cryptographic algorithms. Below is an improved
Rabin-Milner algorithm that uses a recursive function to solve
this problem.

A recursive function (Latin recursio - return) is a numeric
function of a numeric argument, which is used in the form of
the function itself. That is, f(n — 1), f(n — 2),... are used to

calculate f(n). To complete the calculation for an arbitrary n,
it is required that the function value for some n be determined
without recursion (for example, forn = 0,1).

An example of a recursive function is the n-counter of the
Fibonacci number:

F(0) = 1;
F(D) =1;
Fn)=Fn—1)+Fn-2), n>1.

Using this formula, you can find the value of F(n) in a
finite step for any natural number n. In this case, to find the
desired value, it is necessary to calculate the values F(n —
1),F(n—2),..,F(2).

For any number n to be prime, the following factorial-
recursive function can be expressed for any number a taken in
the interval from one ton — 1:

Dy =Dy + (k + a) * (1 + Dy * bymod n,
here:

F =

Do = a;

k is recursion step, from k = a to n;

a = {x:x = 1,n— 1}, an element of a finite set;

b is the computing base, an integer in the interval [1,n —
1];

Dy, is the value of the recursive function of the factor in k-
steps.

The algorithm of a factorial recursive function is as
follows:

Input: a - element and n - module values, k - number of
steps.

Output: the value of the recursive function of the D, -factor
in k steps.

1. j< 1, D; «<a.

2. When the condition
satisfied, do the following:

2.1. D1; « D;+1,al « j+a,D2; « D1; «
al,Dj,, < Dj + D2;;

(Dy#n—=1||j*k) is

2.2, Djyq < Djyymodn
2.3. j++
3. Return D;.
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In the factorial-recursive function table, since the cells
related to factors n occupy a relatively large area when n is a
complex number, using such a function in advanced algorithms
allows you to speed up the determination of the complexity of
the number being checked. Also, when the number being
checked is a prime number, it greatly increases the number of
witnesses to its prime number, resulting in a lower probability
of committing an error.

The Rabin-Miller algorithm can be improved based on this
algorithm for computing the recursive function [21].



Input: Choose n = 3 odd integers, a-random number
satisfying the condition 2 < a <n — 2, and recursion
step k.
Yukumr: Is n prime? the answer to the question is
"prime" or "complex"..
1. Itis written in the form n — 1 = 2° = r, where
- is odd number.

2. y=a"modnis calculated..
3. Gotonextiterationify=1o0or y=n—1.
4, s—1timesy = y?mod n is calculated.
4.1.1f y=1, then the answer should be
“complex”.
4.2.1f y = n — 1 then:
4.2.1. Do the following until (D; #n—11|
j # k) is satisfied:
422. Di=a;j=1;
4.2.3. Dlj(—Dj+1, al<—j+
a, DZj (—Dlj *al,
4.2.4. Dj+1 (—Dj + Dijod n.
425 j++.
426. a=0D;
5. ReturnD i
The improved algorithm, compared to the existing

algorithm, notices earlier when n is a complex number, which
significantly reduces the number of "false witnesses".

IV. CONCLUSION

Probabilistic algorithms are more practical for most
applications since deterministic tests are very slow.
Nonetheless, these algorithms may not always provide accurate
results, so it is important to strike a balance between the
efficiency of the algorithm and the correctness of the generated
results. In fact, the Miller-Rabin algorithm has been identified
as the most efficient probabilistic primality test according to
reference [6].

When generating prime numbers using algorithms, there is
always a probability involved in determining whether a number
is prime or not. To determine this, test algorithms are used,
which rely on the number of "prime witnesses" that they find.
In other words, the more "prime witnesses" a test algorithm
finds, the higher the probability that the number being tested
(n) is actually prime.
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Abstract— In this paper, we will overview the
educational platform in order to predict and classify of
pupils’ knowledge. The platform is designed for middle
and high school. However, the platform is flexible. This
educational platform is based on machine learning (ML)
algorithms that is subpart of artificial intelligence (Al).
The architecture of the platform, machine learning
algorithms to create the educational platform and other
techniques (web frameworks, machine learning
frameworks, data base management systems and so on)
technologies in order to create the educational platform
are overviewed. The architecture of educational platform
is composed of three layers, namely: access the platform
layer, predicting and classifying of pupils’ knowledge
layer and results layer. The platform can independently
carry out predicting and classifying pupils’ knowledge as
well as can be assessed pupils’ knowledge.

Keywords— educational data mining, artificial
intelligence, machine learning, educational platform,
perceptron, ann, k-nn, naive bayes, decision tree, svm

. INTRODUCTION

Recent years, we have observed some educational
platforms based on Al. Al helps effectively in order to solve
many problems in education. In particular, we observed that
Al is useful in the coronavirus pandemic. Nowadays, the role
of Al in education is increasing. For instance, according to
research, the role of Al in US education sector could be
increased up to 47.77 percent between 2018 and 2022. The
role of Al in the education sector is also increasing in other
countries. The educations and applications that are based on
Al has three main principles, namely learning, self-correction
and reasoning. Four forms are presented: assisted
intelligence, augmented intelligence, automation and
autonomous intelligence. Moreover, we discuss about the
role of Al in education in the discussion section.

Educational Data Mining (EDM) [2] is defined the
intersection of education and Al. EDM is subpart of Al. EDM
could be determined as the technique in order to find the
specific types of data that come from the education system.
The techniqgues EDM implements to define pupils’
knowledge. EDM is the process of transforming raw data
obtained from educational systems into useful data that can
be used to make data-driven decisions. The development of
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data mining and analytics in the education field was relatively
late as compared to other fields. Yet due to its specific
features on data, it is used to challenge for educational data
mining via the Internet. While several types of data have
consequential aspects, the distribution of educational
information over time has incredible attributes. EDM
includes Al (machine learning algorithms, data mining and so
on), pedagogical methods to improve pupils’ knowledge and
information technologies.

One of subparts of computer science is Data mining (DM)
[3]. DM is used to discover different factors and patterns in
order to make decision. Figure 1 depicts Educational Data
Mining. DM could be encouraged Institutional Memory. DM
is also known as KDD. KDD stands for Knowledge
Discovery in Databases. KDD refers to "Mining" or
extracting knowledgeable data from huge data sets.
Educational systems have great educational databases. This
data is composed of following data. Such as teacher's data,
accounts data, pupil's data, alumni data and so on. EDM
focuses on the development techniques in order to explore the
spectacular types of data that obtain from an educational
context. These data obtain from different sources [4]. These
data are obtained from the traditional face-to-face classroom
environment, online courseware, educational software [16].
DM methods are used to perform on huge data sets to find
hidden patterns and relationships, that is useful for lots
organizations to make data-driven decisions. Several
techniques and algorithms such as Association Rules,
Genetic Algorithms, Decision tree, Clustering, Classification,
Regression, Neural Networks are used to discover knowledge
from databases. EDM includes Al (machine learning
algorithms, data mining and so on), pedagogical methods to
improve pupils’ knowledge and information technologies.
Currently, below educational platforms and applications that
is based on Al are using in different stages of education [18].

The platforms based on Al have been indicated to be highly
effective at increasing pupils’ and pupils' performance and
motivation. For instance, Memrise, Kidaptive, Querium,
Nuance, Knewton, Cognii, Centry Tech, Carnegie learning,
Blippar, Thinkster Math, Volley, Quizlet.

The educational platforms mentioned above and applications
aim to teach pupils in which are different ages. Above
educational platforms and applications are designed for
pupils, undergraduate pupils and graduate pupils. However,
we consider the education platform that is designed for 5% to



11" grade pupils in the middle and high education of
Uzbekistan [1].

Educational Data Mining

Data Anal Iysis

Descriptive Modeling

Productive Modelling

Data Processiug

Data Processing

Predictive

Fig. 1. Educational Data Mining

The purpose [5] of the educational platform is to teach the
pupils deeply by predicting and classifying pupils’
knowledge. In the sections of this paper, we will overview the
architecture of educational platform based on Al that is
composed three layers, machine learning algorithms to create
each layer, web techniques, use-cases and benefits of the
educational platform.

Il. ARCHITECTURE OF EDUCATIONAL PLATFORM

In this section, we overview the architecture of the
educational platform. Above mentioned, the platform
consists of three layers. Table | fully describes the
architecture of the educational platform.

TABLE I. ARCHITECTURE OF EDUCATIONAL PLATFORM

EDUCATIONAL PLATFORM
LAYER 1 LAYER 2 LAYER 3
Access the platform Predicting and classification of Results

pupils’ knowledge

We will overview each layer of the architecture and the
function [6] of the platform in detail. Layer 1 that illustrates
in Figure 2 is called as an access system the platform. In this
scenario, when a pupil accesses the platform, pupil’s
psychological state is determined by test in the first layer [7].

REQUEST

ACCESS SYSTEM THE

RESPONSE PLATFORM

A PUPIL
PLATFORM

Fig. 2. Layer 1

The pupil that passed successfully from the first layer can be
chosen the subjects from the second layer corresponding to
the pupil’s grade. Before choosing the subject, a pupil has to
register in the platform [8]. The second layer of the platform
is determined predicting and classifying pupil’s knowledge.
Figure 3 illustrates Layer 2. The layer 2 is composed of four
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subparts. First subpart depicts the set of grades between 5%
and 11™. Second subpart depicts a set of subjects. Each grade
could be able various number of subjects depending on a
grade. Each subject has various number of modules that
illustrated in the third subpart. Last subpart illustrates each
module consists of different complexity levels of tasks,
namely: lower, medium, higher. Each level of task has
educational materials to study a subject that is composed of
recordings, videos, animations, graphic and different types of
document (doc, pdf) materials. The pupil has to take an exam
to pass the next level. Exam forms could be related to the
subject such as: a test, reading, writing, listening, speaking,
exercises and etc.

ST OF GRADES
GRADE 5
GRADE 6
GRADE 7
GRADE 8
GRADE 9
GRADE 10
GRADE 11

SUBJECT 1
SUBJECT 2
SUBJECT 3

*| LOWER
MEDIUM
HIGHER

S T
MODULE 1
MODULE 2
MODULE 3

SUBJECT n

MODULE n

Fig. 3. Layer 2

Last layer is for pupils’ results that illustrates in figure 4.
After successfully passed the psychological test in the first
layer, a pupil can choose the grade. Therefore, a pupil need
to finish each subject in the grade. When a pupil chooses the
subject, the platform suggests a pupil the test in order to
identify pupil’s level that a pupil chose from a subject.
Depending on a result of the test, a pupil can be started
studying educational materials correspond to a pupil in the
module/level. In the end of each level of task in the module,
a pupil has to take exam to pass next level of task. The result
of exam could be poor, average, good, excellent. The result
of exam in the complexity level of a module will be poor, the
pupil will be back the previous level. if the result will be
average, the pupil need to study the level. Otherwise the pupil
can pass the next level. after completing all levels, the pupil
can pass the next module.

Four categories of score can be able in the platform that
poor equals to two, average equals to three, good equals to
four, excellent equals to five. If a pupil fails exam, the
platform could be allowed a pupil to study the task several
times.

Grade i, i=5..11

Subject 2
1

i

T I

z
- lE
H

Fig. 4. Layer 3



After a pupil finishes every level of task successfully, a pupil
can pass next module.

Finally, after finish every subject in the grade, a pupil can
pass next grade. In the end of grade, the platform determines
pupil’s average score. After completing all the subjects in the
grade, the platform allows a pupil to transfer to the next grade
[10]. Average score of a pupil is determined in the grade.
Thus, at the end of 11" grade, the pupil's total score is
determined after completing all grades. Total score of a pupil
in the end of 11" grade is related to average score in each
grade from 5" grade to 11™ grade [11].

I1l. CREATING METHODS THE PLATFORM

The platform could be created in the form of a mobile app

(Android, i0S), a desktop app (Windows, Mac, Linux).
However, in this scenario the platform is created in the form
of a website. Therefore, Django framework should be used in
the back-end side of the web-site, because basic
programming language of Django is python. The front-end
side should be created by HTML, CSS, JS and Vue.js and
Node.js. The database part is created using relational DBMS
(PosgreSQL, SQL Server, SQL Developer, MySQL).
In the first layer of the platform, the psychological state of the
pupil is determined using a perceptron, a single layer artificial
neural network that is illustrated Fig 5. A binary classifier in
machine learning is a type of model that is trained to classify
data into one of two possible categories, typically represented
as binary labels such as 0 or 1, true or false, or positive or
negative.

Inputs  Weights Net input Activation
function function
@ output

Fig. 5. Single layer artificial network. Perceptron

Psychological test questions are taken as perceptron input
values. Input values transmit to the following function.

n
Z Wi X; +b
i=1

Formula (1) helps in order to create mathematical model
accessing the system, where n — number of psychological
tests that given to pupils. The perceptron is identified that a
pupil can be accessed the platform [13].

An activation function g(z), where if g(z) is greater than a
defined threshold 6 we predict 1 and —1 otherwise in
Formula (2);

€y

11
-1,

ifz=>06
otherwise

9 = @

In this case, the activation function helps to identify pupil’s
psychological condition. The pupil who successfully passed
the psychological test is allowed to register on the platform.
when a pupil registers, the pupil inputs personal information
into the platform.
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Perceptron is simple form of ANN in Fig 6. Unlike
Perceptron,can classified more than two classes. ANN is used
to determine pupil's knowledge degree from each subject

- @ -
S m
' . . O(.<
™ &

Fig.6. Classification of pupils' knowledge into the classes using ANN

Where x;,i = 1..n - the number of questions of different
complexity for 5" to 11™ grades,

Class A- the grade that corresponding to the level of the
pupil’s knowledge in the chosen subject;

Class B- the module in the selected subject that
corresponding to the level of the pupil’s knowledge;

Class C- a complexity level of the module;

The educational platform suggests [14] the pupil the grade
that the pupil could start studying. Choosing the grade is
optional. Afterwards, the pupil can start studying the subjects.
Number of subject dependent on the grade. After completing
all subjects in the grade, the platform classifies the pupil’s
knowledge by multi-layer neural network (ANN). ANN
classifies the pupil’s knowledge depending on the result that
the pupil has completed each subject in the grade. As a result,
the platform offers the pupil educational materials
corresponding to the pupil’s knowledge level from each
subject. A pupil has to take an exam in the end of each
complexity level of task in the module in order to transfer the
next level.

Naive Bayes methods are a set of supervised learning
algorithms based on applying Bayes’ theorem with the
“naive” assumption of conditional independence between
every pair of features given the value of the class variable.
Bayes’ theorem states the following relationship, given class
variable y and dependent feature vector x; through x,,.

A pupil's score is determined using the Naive Bayes
classification machine learning algorithm which expressed in
Formula (3).

P(B|A)P(A)

P(AIB) = =5

€)

Where:

P(A) is the prior probability of class that reflects background
knowledge due to the chance of A to be correct.

P(B) is the probability of B to be observed.

P(BJA) is the probability of observing B given a

world in A holds.

P(A|B) is the posterior probability of class (target)

given predictor (attribute).

_ P(y)P(xl! "'!xnly)

P = , 4
Ol ) = =5 S ()

Using the Naive Conditional Hypothesis
P(xily' X1y - Xpn—1, Xi+1, ...,Xn) = P(xib/)‘ (5)



for each i, this relation simplifies to (6).

P(y) [T, P(x; Iy)
P(xq, o) Xy)

P(J/|x1, '"lxn) = (6)

P(x4, ..., x,) is constant given the input values, we can use
the following classification rule:

And since the denominator remains constant for all values,
the posterior probability can be (7):

POy, oy x) < PO) | [ PGl ()

i=1
Naive Bayes classifier combines this model with a decision
rule. One of the general [13] rules is to choose the most likely
high hypothesis as in formula (8);

= argmax,P(y) 1_[ P(xily). ®)

and we can use Maximum A Posterlorl (MAP) estimation to
estimate P(y) and P(x;|y); the former is then the relative
frequency of class y in the training set.
The value of P(A|B) could be poor, average, good, excellent.
The result of exam classifies by naive Bayes [12] machine
learning algorithm. In this case, naive Bayes classifies into
four classes: namely: poor, average, good and excellent.
Depending on the result of decision tree algorithm [15],
the pupil can be transferred the next level (level, module,
grade).

If the pupil’s score equals to class poor, the platform returns
the pupil the previous level. If the pupil’s score equals to class
average, the platform gives a chance the pupil to study this
level again. Otherwise, the pupil can be transferred the next
level (Figure 7). After completing each level, the pupil can be
transferred the next module (Figure 8).

All modules in the subject must be completed in order for the
pupil to finish the subject.

The pupil can be completed each subject in the grade, the
platform could be allowed the pupil to transfer the next grade.
Thus, in the end of grade 11, the platform determines the
pupil’s total score. According to the total score, the platform
gives the certificate to the pupil (Figure 9).

e
Yes

The pupil must go back
the previous level

The pupil must study

this level again

Fig. 7. Determining pupils’ level using Decision tree algorithm
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The pupil could
complete all levels in
the module

Yes

No

The next module The pupil must return the

condition in Fig.6

Fig. 8. Determining that whether pupil can pass the next module using

Decision tree algorithm

The pupil could
complete all grades

Yes No

The pupil can take

R The pupil must return the
the certificate

condition in Fig.7

Fig. 9. Determining that whether pupil can finish the school using Decision

tree algorithm

IV. UsSe CASES

Difference of the platform from other educational
platforms, the platform is based on machine learning
algorithms that is subpart of Al. In other words, the platform
is one of the first examples in the new era of educational
platforms that is based on Al.

Applying Al in education gives us the following
opportunities. The main difference between this platform and
others is that the prediction and classification of pupils'
knowledge is based on artificial intelligence [17]. The
platform can give the pupil following advantages:
= A pupil can study subjects on the platform in a
convenient place and at the right time;
= A pupil is allowed to restudy the subjects on the
platform;
= The platform concerns individually for each pupil;
= Each pupil's exam is assessed by a system that based
on Al, it helps to determine accuracy a pupil’s
knowledge.
Using the platform in the following cases could be effective:
1. In the education system of poorest countries
2. Lack of teachers
3. Pandemic period
We will overview above mentioned each case in detail.
First case, due to economic problems, many countries in the
world cannot spend enough money for education.
Educational buildings, educational materials, tools for
education, teachers' salaries are required high costs. The
platform can help to solve problems in the cases that spend
less money for education.
Second case, there may be a shortage of teachers in all regions
of the country. This case is not related to money, as the first
case. In this case, the shortage teachers can be replaced by the



platform. Third case, due to the coronavirus that emerged in
Wuhan in 2019 [9] and spread around the world to pandemic
levels, pupils in many countries around the world have not
been able to attend classes at school. As a result, the quality
of education in schools has fallen. Using the platform is
effective in each case mentioned above.

V. CONCLUSION

In this paper, we overviewed the educational platform
based on Al that predict and classify pupils” knowledge. We
can conclude about the platform as following: low cost,
possibility of reusing educational material, the pupils can
study subjects on the platform in a convenient place and at
the right time, the pupils are allowed to restudy the subjects
on the platform, this platform offers an individual approach
to each pupil, a pupil’s exam in the end of module or in the
end of grade is assessed by the system that based an artificial
intelligence.
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Development and research of a mathematical model
for monitoring the signal points of the railway run
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Abstract — As part of a scientific study, devices and their
electrical parameters were identified that are of the greatest
importance for remote monitoring of signal points of the railways
of Uzbekistan. Since the events that occur during the operation of
a system created from the sum of these devices, which are random
in nature, the theory of Markov chains was used to study them.
Based on the theory of Markov chains, a graph of states was
constructed, and on its basis Kolmogorov's differential equations
were formulated and calculated to find the probability of all states.

Keywords — monitoring, autoblocking, electrical and timing
parameters, probability theory, Markov chains, Kolmogorov
equations.

I. INTRODUCTION

Most of the railway lines operated in our country use
signaling and centralization systems put into operation in the
60s of the last century. The control of railway run devices
located between stations is mainly carried out through
automatic blocking and frequency dispatch control (FDC)
systems [1]. Until now, the devices of the supervisory control
system simply do not work or are partially out of order due to
the end of the operational period, wear and tear and lack of
components to replace the failed device. When upgrading the
above systems, in some cases, completely new modern
microprocessor systems are used instead of these systems, and
in some cases, auto-blocking systems are replaced by semi-
automatic ones [2]. The introduction of new modern systems
is, of course, a positive factor. But there is another side to the
problem. This is a very high price of the above systems. The
transition from automatic blocking systems to semi-automatic
blocking systems will reduce the capacity of trains. Given this,
it is relevant to control and monitor devices located at the
railwaw run signal points of the FDC system in local
conditions using modern methods. To ensure the foregoing, it
is necessary to refine the continuously monitored electrical
indicators of signaling devices for automatic blocking and
build their mathematical model.

Il. METHODS

The problem of ensuring the reliability, security and
availability of measuring instruments to any system resources
is now very relevant. It is difficult to control and predict
possible deviations of system parameters due to the
complexity of the system, scale, remote location and end of
life of devices, wear and tear. Nevertheless, it is necessary to
constantly monitor the devices and notify the maintenance
personnel in case of deviations from the norm and
malfunctions [3-4]. To solve this problem, modeling methods,
graph theory, Markov chains and Kolmogorov's mathematical
equations were used.
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I1. RESULTS

Monitoring of automatic blocking signal point devices
involves continuous monitoring and monitoring of their
technical condition in order to identify malfunctions of the
equipment included in it and deviations from the values
established in regulatory documents, and notifying technical
personnel in case of existing deviations. Monitoring systems
help automate equipment checks and collect statistical data on
system operation, speed up the detection of problems and
reduce the time to fix them [5-8].

Signal point monitoring makes it possible to solve the
following tasks:

1) verification and analysis of the state of the controlled
object;

2) search for faulty elements and causes of failure;

3) forecasting the technical condition of the controlled
object.

For continuous monitoring of the equipment of the
automatic blocking signal point and predicting the pre-
emergency state of devices, the electrical parameters of the
following devices and the variables assigned to them [9] are
accepted:

« input voltage of the supply transformer Uy;

* output voltage of the supply transformer Uycn;

« input voltage of the control relay unit section Uy;

« control relay block section Ry;

* the relay of control of integrity of a thread of a traffic
light Ro;

* Relay for monitoring the integrity of the additional thread
of the traffic light Rog;

« control relay of the main power supply R;

* backup power control relay Rai;

* relay control by switching direction change Ry,

« green light control relay for traffic light R;

« yellow traffic light control relay R;;

* double voltage drop monitoring relay Rgsn.

The monitoring process includes two main steps. The first
step is to collect the initial parameters and information about
the operation of the nodes in the auto-blocking signal points.
Then, the procedure for analyzing the parameters obtained at
the first stage is carried out, and then they are compared with
the given reference values in order to make a decision about
their normal functioning or to find out the causes of the
malfunction, unstable or unreliable operation of the system
[10-11]. Figure 1 shows the monitoring algorithm for auto-
lock signal points.
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Interrogation of devices with analog value of
the signal points of the haul

v

Collection of parameters

v

Comparison with reference values

Thereisa
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-

v

Interrogation of devices with a discrete value
of the signal points of the haul

v

Collection of all parameters

v

Output of results

v

Send all results and prediction data to the
server

End

Figure 1. Scheme of the monitoring algorithm

Due to the fact that the phenomena that occur during the
operation of devices inside the relay cabinet of the automatic
blocking signal point are of a random nature, the most suitable
mathematical model for their study is the queuing theory. For
the problem under consideration of monitoring the equipment
of the signal points of the railway run of the system of
numerical coded automatic blocking, aimed at determining the
electrical parameters that change their value over time,
randomly and building a mathematical model, it is advisable
to use the theory of Markov chains [12]. In this case, the circuit
can be represented graphically by vertices (system states Sy,
where n=0...8) and edges of these states (transition intensities
Ai, where i=1...8). With the help of a structured graph, one can
find the probabilities of each state, both under conditions of
changing parameters over time, and under conditions of the
limiting stationary regime of the system [12-14].

Based on the foregoing, we will describe the situations that
may arise when monitoring the parameters of signal points:

- Sp - no malfunction;

- S1 - malfunction with any of Ra, Rai;

- S - deviation of the value Uy from the nominal value;

- S3 - deviation of the value U from the nominal value;

- S4 - deviation of the value Uy from the nominal value;

- Ss - failure with any of Ry, Ro, Rod, Rn, Rz, Rj, Rusn;

- S - the impossibility of obtaining basic parameters;
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- S7 - the impossibility of obtaining additional parameters;
- Sg - general system failure.

Now, based on Markov chains, we can describe the situations
described above in the form of a state graph. It is shown in
Figure 2.

Figure 2. State graph based on Markov chains

After clarifying the situations that may arise when controlling
the input parameters of the signal point and the transitional
relationships between these situations, we can proceed to the
mathematical expression of the results obtained.

Building a model assumes the presence of certain conditions,
namely, the detection of faults (regardless of their
significance, order and time of occurrence) described by the
monitoring system, should be considered as a stochastic
process with a fixed number of states. In this case, random
events appear one by one (singly), and not in groups (random
processes) several at once, which gives reason to assume that
the model is ordinary. In addition, the ordinary model does
not reflect actions due to the fact that for any two sections that
are scattered in time (disjoint), the number of events arriving
at one of them does not depend on how many events occur at
the other. In this case, the probability of the i-th state is
determined by the probability of the system being in the state
Si , that is, the probability of detecting the i-th faulty
parameter in the network by the monitoring system. To reflect
the possibility of transition from one state to another, it is
necessary to reflect the intensity of such a flow of events on
the graph, which is tied to the corresponding arrow [14].

Monitoring, designed for continuous control (operational),
provides for a procedure (system) of sequential polling. In
order to ensure order in the polling system (ranking), the
sequence of operations is assigned to the administrator by
priority. The higher the priority of the network device
parameter, i.e. the significance of this device is so great that
a higher intensity of its polling is required. In this case, A; is
taken as an estimate of the intensity of transitions - the
intensity of polling the i-th parameter in the monitoring
system. Taking into account the above functionality of the
monitoring system, it follows that when a failure of any
component of the system is detected, it goes from the normal
state So to the state of fault detection S; with intensity Ai.



If any system S has n possible states Sg, Si1, S2, ..., Sn, then the
probability of its being in state Si in some time interval t is
defined as pi(t). It is known from probability theory that the
sum of the probabilities of all situations at any given time is
equal to 1:

i=opi(® = 1. @

The probability of all states P; (t) can be found based on

the state graph. For this, the Kolmogorov equations are

compiled and solved. The Kolmogorov equations are a

special type of differential equations in which the unknown
functions are the probabilities of states [15].

In our specific example, how these equations are
compiled. Let the system S have nine states: So, S1, Sz, Ss, Sa,
Ss, Se, S7, Sg marked graph, which is shown in Figure 2.
Consider one of the state probabilities, for example, p2(t).
This is the probability that at time t the system will be in state
S,. Let us give t a small increment 4z and find p2 (¢ + A4¢) —
the probability that at the moment 7 + A¢ the system will be in
state S,. How can this happen? Obviously, in two ways: either
1) at the moment t, the system was already in state Sy, but did
not leave it during the time 4¢;, or 2) at the moment t the
system was in the state Sp, and during the time Az it passed
fromit to Sy.

Let's find the probability for the first option. The
probability that at time t the system was in state S; is equal to
p2(t). This probability must be multiplied by the probability
that, being at the moment t in the state Sy, the system will not
pass from it to Se during the time 4z. The The flow of events
that brings the system out of state S, will also be the simplest,
with intensity 1s. This means that the probability that the
system will leave the state S;in time 4t is equal to JeAt, and
the probability that this will not happen is 1 - As4z. Hence, the
probability of the first option is pa(t) [1 - Aedt/.

Let's find the probability of the second option. It is equal
to the probability that at the moment t the system will be in
the state So, and during the time 4z it will pass from it to the
state Sy, i.e. it is equal to po(z)A24t. Adding the probabilities
of both options (according to the rule of addition of
probabilities), we get:

p2(t + At) = p,(D)[1 — AgAt] + po (H)A,AL (2

Let's open the square brackets and move py(t) to the left

side.
p2(t + At) — p,(t) = —p(DAAL + po(DA A (3)
Then we divide both parts by 4z

At)—

Let us, as is customary in such cases, let At tend to zero;
on the left, we obtain the derivative of the function pa(t) in the
limit. Thus, we write the differential equation for pa(t):

dpy(t
pdzt() =P A — D246 (5)

or, in short, by discarding the argument t from the
functions po, p2 (now we no longer need it):

%=p0'lz_pz'/16 (6)

Arguing similarly for all other states, we write eight more

differential equations. Adding equation (6) to them, we obtain
a system of differential equations for the state probabilities:
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dpo

7 = P (Lt L+ A3+ A+ As), (7
%= Do A — D1 s

%: Do 42 — P2 e,

%Z Po 43— D3 4

%: Do A4 — DPa" Ag,

%Z Po*4s —Dps " 47,

%Z P2 A6 + D3 Ae +Ds" A — D " g,

%: Ps A7 —p7 - g,

8 = py g+ Ps - Ag + 7+ As.

dat

where: po, P1, P2, P3, Pa Ps, Ps, Pr and ps are the
probabilities of occurrence of S, S1, S, Ss, S4, Ss, Se, S7 and
Sgcases.

This system consists of nine linear differential equations
with nine unknown functions p0, p1, p2, p3, p4, p5, p6, p7,
p8 . Note that one of them (any) can be discarded, using the
fact that equation (8): express any of the probabilities p;in
terms of others, substitute this expression in (7), and discard
the corresponding equation with a derivative.

Po+P1+tP2+P3+pPstps+pstp,+pg=1 (8)
The solution of the system of differential equations (7)
makes it possible to observe the dynamics of the deviation of
the measured parameters from the nominal ones when
monitoring the equipment of the signal point by determining
the probabilities for a specific time interval.
l. CONCLUSIONS

In this article, devoted to the determination of electrical
and temporal parameters and the construction of a
mathematical model for a device for monitoring the
equipment of signaling points of the railway run, an algorithm
for continuous polling of devices within a unit of time was
created to monitor the indicators of the current state of
signaling devices or deviations from the nominal values. On
the basis of this algorithm, at the next stage of research, it is
planned to create software that allows optimizing the
modeling process and controlling the behavior of the system
when changing parameters (both temporal and electrical). In
addition, the article presents a model showing the process of
monitoring signal points and detecting faults. This model is
developed on the basis of probability theory. At the same
time, the developed model makes it possible to predict the
probability of failure of the elements of the signal point of the
auto-blocking system that deviate from the nominal value, or
the probability of a complete failure of the system, taking into
account the probability of previous cases. The direct
application of the results of the proposed scientific article
creates convenience in maintaining the equipment of
automatic blocking signal points remote from the station and
leads to economic efficiency.
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Abstract—This study explores the effectiveness of Al tools in
software development practices among professionals based in
Almaty, Kazakhstan. The research encompasses 38 IT
professionals specializing in 1C, PHP, HTML/Javascript,
database development and system administrators. The research
primarily follows a quantitative approach, employing a
structured questionnaire with Likert scale items to gauge the
perceived usefulness of three Al tools - GPT, Midjourney, and
Copilot. Three hypotheses were tested in this study. The first
hypothesis posits a positive correlation between the application
of Generative pre-training transformer (GPT) models and the
efficiency and productivity of software developers. The second
hypothesis proposes that adopting Midjourney, an Al-assisted
software design and testing tool, enhances design efficiency.
Lastly, the third hypothesis asserts that using GitHub's Copilot,
an Al-powered code completion tool, increases productivity and
creativity among software developers. By testing these
hypotheses, the research aims to enhance understanding of the
role of Al tools in bolstering software development practices. It
provides evidence-based insights that can guide software
developers and companies in harnessing the potential of Al tools
for improved productivity, efficiency, and innovation.

Keywords—Al, GPT, MidJourney,
Development, Al-assisted development.

Copilot, Software

I. INTRODUCTION

In an era of rapid technological advancements, Artificial
Intelligence (Al) has transformed numerous sectors globally,
notably the software development industry. Particularly in
Kazakhstan, the industry is undergoing a significant
metamorphosis under the influence of Al. The intersection of
Al and software development presents many opportunities for
efficiency, productivity, and innovation. Recent years have
witnessed the widespread introduction of Al-assisted software
development tools. A striking example is OpenAl's GPT
series models and their Al-powered tool, Codex, which
powers tools like GitHub's Copilot.

Similarly, tools like Midjourney, which offer Al-assisted
design, have also emerged. These advanced Al-powered tools
are pushing the boundaries of software development,
revolutionizing  traditional ~ programming  paradigms,
debugging, code generation, and even software project
management. These changes driven by Al have fundamentally
redefined the software development process, enabling
developers to code faster, more efficiently, and with fewer
errors. This new dynamic can influence not only the way
developers work but also the nature of the software they
create, the speed at which they deliver it, and the breadth of
problems they can solve.

This paper aims to investigate these implications in detail.
By examining the influence of Al on IT professionals, it seeks
to determine whether the introduction of Al truly facilitates
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software development or if its impact is less significant than
popularly believed. Through this study, we hope to contribute
to understanding the evolving landscape of Al-assisted
software development.

The research hypothesizes that such technologies correlate
positively with enhanced software development processes. In
other words, the paper suggests that as the application of Al
tools increases, so does the efficiency and productivity in the
software development lifecycle.

However, this correlation may not be uniform across all
software development tools. The magnitude of Al's impact
could vary significantly based on the nature of the tool and its
integration with Al technologies. For some software
development tools, the influence of Al might be less
significant or negligible. This research seeks to unpack these
complex dynamics, providing a more nuanced understanding
of the role of Al in software development.

The scope of this research encompasses a diverse range of
software developers operating within Kazakhstan. In order to
gain a comprehensive perspective, a total of 38 software
developers with varied specializations were interviewed.
These include but are not limited to PHP developers, MS SQL
developers, Front-end developers, 1C Developers, System and
Network administrators.

This spectrum of respondents ensures that findings capture
the multifaceted effects of Al across different areas of
software development. It is considered that the utility and
impact of Al-assisted tools can significantly vary across these
different roles and specialties. Considering a wide range of
professional profiles, this research aims to present a well-
rounded analysis of Al's implications for Kazakhstan's IT
professionals.

The research hypothesis is that Al technologies have a
positive but varied correlation with software development
efficiency - will thus be tested across these different
specializations, allowing for a more granular understanding of
the role of Al in software development.

Il. LITERATURE REVIEW

In the paper "Applications of Al in classical software
engineering” [1], the researchers conduct a comprehensive
analysis through a systematic review of previous research and
qualitative interviews with software developers who either use
or have shown interest in Al tools in their daily routines. The
six-stage software engineering lifecycle model, widely
recognized and utilized in academic literature and practical
software development, was used as a framework for this
investigation. The stages considered include project planning,
problem analysis, software design, implementation in
software code, software testing and integration, and software
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support and maintenance. Five software development experts
were interviewed, with a good balance in age, gender, and
professional experience. Their expertise in Al technologies
varied, offering various perspectives on Al tools' applications,
opportunities, and limitations. The interviews were semi-
structured, allowing the participants to elaborate on the
software engineering lifecycle stages and Al's relevance at
these stages from their perspective. This approach mitigates
the interviewer's bias and offers a more comprehensive
understanding of the real-world implications of Al in software
development. Findings from this study are expected to
illuminate the current status, potential development
trajectories, and associated risks of applying Al in software
engineering.

In the paper (Battina, 2021), Al tools and DevOps have
emerged as significant facilitators in the software
development process [2]. These elements are particularly
critical in managing complex information technology
systems, especially in the U.S., where the scale and
complexity of operations are often immense. Al and DevOps
are increasingly intertwined in the information technology
sphere, working in synergy to boost operational efficiency.
This seamless integration of Al tools into the DevOps process
contributes to an accelerated and more efficient development
cycle. However, it is crucial to note that this symbiotic
relationship between Al and DevOps is not just about
deploying code rapidly. It is also about creating an
environment that promotes continuous learning, integration,
and delivery, ultimately improving software quality and
customer satisfaction. The study underscores the importance
of Al tools and DevOps in software development. The
integration of these technologies is changing the dynamics of
the development process, accelerating development cycles,
enhancing collaboration, and ultimately paving the way for a
future where Al and DevOps become even more integral to
the software development landscape. As such, embracing
these technologies and adapting to their evolution will be
essential for developers and companies striving to stay ahead
in the fast-paced world of software development.

(Ramchand et al., 2022) focus is on the significant impact
Al has on the software testing industry. Al's influence is
recognized as transformative, making the testing processes
leaner and delivering more accurate results, key components
of Quality Assurance (QA). Integrating Al into QA indicates
a new era where software testing is made more efficient and
delivers sophisticated software development outcomes in less
time. With Al's integration, the organizations' efficiency is
significantly increased, a game-changing factor in the
demanding and rapidly evolving field of software
development. The study's findings are based on the responses
from 104 participants from various designations within the IT
sector. The diversity of the participants, which included
Software Quality Assurance Experts (30%), DevOps experts
(15%), Data Scientists (25%), and Software Engineers (30%),
ensured a comprehensive understanding of Al's role in
software testing from various perspectives. Moreover, the
experience level of the respondents, which ranged from
trainees to senior-level professionals, further diversified the
insights. Notably, a substantial number (50%) of respondents
had 2-4 years of experience, indicating a relevant and updated
understanding of current Al and software testing trends. In
summary, this research underscores the growing importance
of Al in software QA. It highlights the transformative impact
of Al on software testing, making it more efficient, accurate,
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and sophisticated. As we move forward, the influence of Al
on software QA is anticipated to grow, making it an
indispensable tool in the software development process.

In the paper "The Programmer's Assistant: Conversational
Interaction with a Large Language Model for Software
Development”, the researchers delve into the applications of
Large Language Models (LLMSs) in software engineering [4].
These models have been utilized to perform tasks such as
translating code between programming languages, generating
code from natural language prompts, and auto-completing
code during development. The study evaluated the system
with 42 participants, featuring a range of programming
experiences. It was found that the system could sustain
extended, multi-turn conversations and deliver additional
knowledge and capabilities beyond mere code generation.
This was achieved via the capabilities of the underlying Large
Language Model. Initially, participants were skeptical about
the practicality of conversational programming assistance.
However, after engaging with the system, they admired its
wide range of capabilities, the quality of its responses, and its
potential to enhance their productivity. The participants in the
study spanned various job roles, including Software
Engineers, Researchers/Scientists, Software Architects, Data
Scientists, Machine Learning Engineers, Systems Test
Engineers, Business Analysts, Managers, Marketers, and
Consultants. This wide range ensured diverse perspectives on
the use and effectiveness of the Al tool. The gender
distribution of participants was also diverse, and their
experience with Python, a popular programming language,
varied significantly. This diversity in Python experience
ensured insights from both new and experienced users. In
conclusion, the study showcased the remarkable capabilities
of Large Language Models in software development,
particularly their ability to interact conversationally and assist
in programming tasks. Despite initial skepticism, participants
recognized the potential of these tools to improve
productivity, marking an exciting development in the field of
Al-assisted software engineering.

(Wan et al., 2019) in the paper "How does machine
learning change software development practices?" investigate
the transformative impact of machine learning (ML) on
software development practices [5]. It employs qualitative and
quantitative research methods involving 14 interviewees and
342 survey respondents from 26 countries spanning four
continents. This research aimed to identify significant
differences between ML and non-ML systems development
processes across various aspects of software engineering
requirements, design, testing, and processes. The study also
considered work characteristics such as skill variety, problem-
solving, and task identity. The first part of the study involved
face-to-face interviews with  software practitioners
experienced in both ML and non-ML development. In the
second part, interviewees were asked open-ended questions
about perceived differences between ML and non-ML
development, enabling them to express themselves freely
without interviewer-induced bias. The study emphasizes that
software development is not a homogeneous entity but a rich
tapestry of diverse practices involving individuals from
different backgrounds and domains. It also suggests that
distinct differences might exist in distinct ML architectures. In
summary, the research underscores the evolving dynamics of
software development practices with the integration of
machine learning. It highlights how ML has changed the
software development landscape, necessitating a diverse



range of skills and offering a nuanced perspective on the
practice. The integration of ML in software development has
resulted in unique challenges and requirements, but it also
opens up new possibilities, demonstrating the potential of ML
to revolutionize the field.

(Peng et al., 2023) explore the effects of Al-assisted
programming on developer productivity through a controlled
experiment [6]. The study focused on GitHub Copilot, an Al
tool designed to work alongside developers akin to a pair of
programmers. In the experiment, software developers were
tasked to implement an HTTP server in JavaScript as swiftly
as possible. Those developers in the treatment group with
access to GitHub Copilot completed the task 55.8% faster than
the control group without Al assistance. Notably, the findings
indicated heterogeneous effects, suggesting that Al pair
programmers like GitHub Copilot have the potential to
facilitate career transitions into software development. The
study was conducted between May 15, 2022, and June 20,
2022, involving 95 professional programmers recruited
through the freelancing platform Upwork. The participants
were randomly split into control and treatment groups. This
research highlights the significant influence of Al tools like
GitHub Copilot on developer productivity. It suggests that
Al's assistance in programming tasks not only boosts
productivity but also holds promise for those aspiring to
embark on careers in software development.

The paper by (Martinez-Fernandez et al., 2022) addresses
the emerging prominence of Al-based systems - software
systems whose functionalities are enabled by Al components
such as image and speech recognition and autonomous driving
[7]. The increasing advancements in Al have made these
systems pervasive in society. However, limited synthesized
knowledge of software engineering (SE) approaches for
building, operating, and maintaining such systems remains.
The authors conducted a systematic mapping study to analyze
and compile the state-of-the-art knowledge on SE for Al-
based systems, considering 248 studies published between
January 2010 and March 2020. This research area is notably
emerging, with more than two-thirds of the studies published
since 2018. The study reveals that two characteristics
primarily mark challenges associated with Al-based systems.
Firstly, a significant proportion (25%) of the identified
challenges are closely linked to the system domain, making
them difficult to classify using the SWEBOK Knowledge
Areas and topics. Secondly, these challenges are primarily
focused on technical issues, particularly those related to data,
and scarcely consider challenges related to other areas, such
as economics. In conclusion, the paper identifies the need for
more comprehensive research in software engineering for Al-
based systems. It emphasizes the significance of Al tools in
facilitating software systems' development, operation, and
maintenance, despite the emerging challenges and
complexities associated with them.

In the paper "CodeNet: A Large-Scale Al for Code Dataset
for Learning a Diversity of Coding Tasks", the researchers
focus on the emerging area of "Al for Code," inspired by
breakthroughs in machine learning and deep learning [8]. This
area looks at how Al techniques can be leveraged to enhance
software development efficiency, which has generated
considerable interest. In the paper, the authors introduce a
large-scale dataset named CodeNet, which contains over 14
million code samples and approximately 500 million lines of
code in 55 different programming languages. The primary
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objective of this dataset is to facilitate teaching Al to code.
One of the distinctive aspects of CodeNet is its rich set of high-
quality annotations. These are designed to benchmark and
accelerate research into Al techniques for various essential
coding tasks. These tasks include code similarity and
classification, code translation across many programming
languages, and techniques to improve code performance in
runtime and memory. Furthermore, CodeNet offers sample
input and output test sets for 98.5% of its code samples. These
can be used as an oracle for determining code correctness and
potentially guiding reinforcement learning for enhancements
in code quality. In conclusion, the paper emphasizes the
potential of Al tools in aiding diverse aspects of software
development, from coding tasks to code performance
enhancement and quality improvements.

(Bedny, 2021) discusses how Systemic-Structural Activity
Theory (SSAT), a framework used to analyze and optimize
human performance, can be applied to developing Al and
BOTs [9]. The SSAT analysis of tasks, their design, and
testing can be enhanced by building a human algorithm of task
performance. This analysis facilitates the selection of the most
efficient method of task performance, which can be integrated
into Al or BOT development. The authors present new
quantitative analysis methods of human activity development
within the SSAT framework in the paper. They present data
on task performance measures before and after innovation,
covering aspects like task execution time, performance time
of perceptual, thinking, and executive components, and time
for retaining information in working memory. The authors
stress that task complexity assessment is one of the most
critical methods of task analysis since complexity is
multidimensional and requires multiple measures for
evaluation. They recommend that studying human
performance at the acquisition stage can pinpoint key points
for process improvement and identify ways to reduce human
errors and process failures. In conclusion, the paper advocates
for using the SSAT framework to enhance the digital customer
experience, encompassing both front-end services and back-
office process optimization, thereby highlighting the critical
role of Al tools in assisting software development.

(Qazi et al., 2022) explore the significant role of Al-based
tools in Software Quality Assurance (SQA) [10]. These tools,
designed to meet business needs, enable rapid and cost-
effective analysis, giving software development professionals
a market-oriented approach. According to an international
quality report, 64% of organizations employ Al to enhance
business processes within their QA strategies. The paper
specifically studies the software industry and IT-based
approaches in Pakistani software houses specializing in SQA.
Modern machine learning models have become integral to
SQA over recent years, and the study investigates various Al
tools used for this purpose, as well as the latest trends and
techniques for improved quality assurance. The researchers
propose an approach for SQA based on a survey of Al-based
tools, highlighting the efficiency of these tools in software
development and quality assurance. However, their results
indicate that 70% of software houses in Pakistan have yet to
implement Al-based tools to optimize SQA, suggesting
considerable potential for Al tools to further assist in software
development and quality assurance.

(Bird et al., 2022) in "Taking Flight with Copilot: Early
insights and opportunities of Al-powered pair-programming
tools" provide insights into the usage and impact of GitHub



Copilot, an Al-assisted programming tool [11]. The
researchers conducted three studies: analyzing forum
discussions among early Copilot users, a case study of Python
developers using Copilot for the first time, and a large-scale
survey of Copilot users to understand its effects on
productivity. Some key findings were that developers reported
spending less time on Stack Overflow but, at the same time,
had less understanding of how or why the suggested code
worked. There was also a trade-off, with developers accepting
Copilot's suggestions for efficiency but relinquishing some
control over the code they were writing. The survey analysis
of 2047 Copilot users revealed that usage metrics were
positively correlated with perceived productivity, with the rate
of suggestion acceptance showing the highest positive
correlation. These results underline the potential of Al tools
like GitHub Copilot in augmenting the software development
process, although they also indicate areas for improvement,
particularly in enhancing developers' understanding of the Al-
generated code.

In the paper by (Borges et al., 2022), the authors
investigate the use of Al and Machine Learning techniques by
software engineering practitioners and entrepreneurs to
support their Software Development Processes (SDP) [12].
The goal is to enable their usage by software startups,
particularly in Brazil and Finland. The researchers conducted
an online survey and divided it into seven groups with 26
questions. The results were structured based on the concepts
of the first ten Knowledge Areas (KA) of SWEBOK, which
included Software Requirements, Design, Construction,
Testing,  Maintenance,  Configuration = Management,
Engineering Management, Engineering Process, Models and
Methods of Software Engineering, and Software Quality. The
findings indicate that automation is of high interest in areas
such as Software Engineering Management (KA7) and
Software Engineering Process (KAS8), as they aid in the
management process for software managers. There is
significant interest in Software Maintenance (KA5) as
automation could speed up the maintenance process.
However, low-quality data presents a challenge. Software
Design (KA2) is considered a high priority for automation
because of its criticality in the base structure of the software,
where any faulty construction can lead to significant
problems. Lastly, although many studies focus on tasks linked
to Software Testing (KA4), there is still interest and space for
solutions supporting processes in this area. These findings
provide valuable insights that can guide the automation of the
software development process in startups.

(Zhang et al., 2023) offer a comprehensive survey on
ChatGPT's role in the era of Al-guided code generation
(AIGC) [13]. The study starts by summarizing the underlying
technology of ChatGPT, such as the transformer architecture
and autoregressive pre-training, as well as the evolution of
GPT models. The authors also highlight the broad applications
of ChatGPT in various sectors, including scientific writing,
educational technology, and medical applications, among
others, demonstrating its versatility and ability to assist with
complex tasks across different domains. The paper discusses
the challenges that ChatGPT faces. These include technical
limitations, potential misuse cases, ethical considerations, and
regulatory policies that could impact its broader adoption and
effectiveness. Finally, the study outlines potential technology
roadmaps for ChatGPT's evolution toward General Artificial
Intelligence (GAI) and discusses the possible impacts of AGI
on humanity. This survey aims to provide readers with a
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comprehensive understanding of ChatGPT and to stimulate
further discussion on AGI and its role in software
development.

(Holmberg, n.d.) in the thesis "The Impact of Al-Based
Tools on Software Development Work" examines the
perception and use of Al-based tools in software development
compared to conventional tools [14]. The findings from a case
study suggest that developers find Al-based tools less
comprehensible and less trustworthy than their traditional
counterparts. Even though these Al-based tools appear easier
to set up, a significant challenge lies in the lack of
understanding of their functioning beyond the results they
provide. This lack of comprehension and perceived
trustworthiness are critical hurdles to overcome for
successfully integrating Al tools in professional software
development. The study underscores the need for increased
transparency, education, and communication to enhance
understanding and trust in Al tools among developers.

(Mashkoor et al., 2022) in "Artificial Intelligence and
Software Engineering: Are We Ready?" discuss the potential
of Al tools in various stages of software development [15].
Once a system design has been translated into a product,
developers often encounter numerous options for tuning. At
this stage, Al tools like multiobjective genetic algorithms can
assist in configuring the software. Furthermore, these tools
can monitor and optimize the running software, minimizing
the required cloud resources. Also, the paper explores how Al
can support the software development process post-execution.
For instance, Al tools can identify and fix buggy code
automatically. This demonstrates the potential of Al to make
software development more efficient and reliable.

(Weisz et al., 2022) investigate the impact of Al tools on
code translation tasks [16]. The findings suggest that when Al-
generated code translations aid developers, they produce code
with fewer errors than when they work independently.
However, the quality and quantity of these translations can
influence the process and outcome. The study discovered that
providing multiple translations had more impact on the
translation process than altering the quality of these
translations. Despite the benefits, the paper acknowledges
software engineers' challenges while utilizing Al outputs.
Hence, there is a need for intelligent user interfaces to help
software engineers effectively work with generative code
models and understand and evaluate their outputs. The study
involved a rigorous selection process, screening 182
technologists and selecting 32 participants who met criteria
such as familiarity with Python and Java, recent coding
experience, and proficiency with the VSCode IDE. The results
indicate that Al-supported code translation could lead to
superior outcomes compared to working without Al
assistance.

(Meesters et al., 2022) in "What Is an Al Engineer? An
Empirical Analysis of Job Ads in The Netherlands" delve into
the emerging role of Al Engineers based on an analysis of job
advertisements from 2018 to 2021 [17]. The authors identify
five core task categories associated with the Al Engineer role:
software  development, modeling, data engineering,
operations, and business understanding. They also highlight
the wide diversity of job titles within Al engineering that go
beyond Al, Machine Learning, or Deep Learning engineer.
Additionally, the paper introduces an extended Al engineering
life cycle that includes a business understanding phase. The
authors anticipate continued growth in Al engineering-related



vacancies, posing a significant challenge to equip future Al
Engineers with the necessary skills. They argue for the need
for data science and software engineering programs to train
professionals with a comprehensive understanding of the
entire Al engineering lifecycle. These professionals are
expected to work in multidisciplinary teams to develop
production-ready machine learning systems.

(Laato et al., 2022) discuss the integration of ML
development into established software development lifecycle
(SDLC) models [18]. The authors observe that ML system
development principles increasingly align with those in
traditional software development. Despite the unique aspects
of ML, established SDLC models are effective in managing
ML system development, though some modifications are
needed, as evidenced by the evolution of the DevOps
paradigm into MLOps. This finding indicates that while Al
tools can support software development, a holistic
understanding of the development process and specific
adaptations are necessary for effective incorporation.

In the paper by (Becker et al., 2023), the researchers
discuss the emergence of Al-driven code-generation tools and
their implications for programming education [19]. The
authors assert that these tools present considerable
opportunities for enhancing programming instruction but also
pose challenges that must be addressed. They call for
educators to identify, capitalize on, and mitigate these
opportunities swiftly. The authors also emphasize the
necessity of considering the ethical aspects of using Al code-
generation tools and guiding students in understanding these
ethical dimensions. The paper signifies that Al tools can
greatly assist software development education, but careful
consideration is needed to ensure ethical and effective use.

(Becker et al., 2023) explore how online communities
influence developers' trust in Al tools and how such
community features can be used to foster appropriate levels of
trust [19]. The authors conducted two study phases, including
interviews with 17 developers, and found that developers
often rely on shared experiences and feedback from their
online communities when interacting with and evaluating Al
tools. This collective sensemaking process enhances
understanding of the Al tools and reinforces user trust. The
paper underscores the vital role of online communities in
shaping trust in Al tools for software development and offers
insights into harnessing this to foster a more accurate
understanding and appropriate trust in these tools.

In summary, the studies presented provide a profound
insight into the transformative role of artificial intelligence
and machine learning technologies in software engineering
practices. These studies underscore the increasing integration
of Al tools into various aspects of software engineering, from
project planning to software support and maintenance, their
value in enhancing operational efficiency, and their capability
to revolutionize software development. Despite initial
skepticism, these technologies' practical and substantial
benefits have become increasingly apparent, leading to their
wider acceptance and adoption. The research also sheds light
on the specific impacts of Al on software testing and quality
assurance, highlighting its potential to make these processes
more efficient and accurate. Notably, the research
underscored the remarkable capabilities of Large Language
Models and machine learning in software development,
pointing to an exciting future for Al-assisted software
engineering. The studies also emphasize software
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development practices' diverse and evolving nature and the
unique challenges and opportunities brought by integrating Al
and machine learning technologies. The dynamics of the
software development landscape are undoubtedly changing,
and adapting to these changes will be crucial for future
competitiveness and success.

Transitioning to the Research Methodology section, the
processes and techniques to investigate the above insights are
followed.

I1l. METHODOLOGY

In this research, a Kruskal-Wallis test was utilized. This
non-parametric statistical test was used to analyze whether
significant differences existed in the dependent variable, GPT
Usefulness, Midjourney Usefulness and GitHub Copilot
Usefulness across the five independent variable categories.

A. Research Design

This research design applied a quantitative approach to
understanding the usefulness of various Al tools such as GPT,
Midjourney, and Copilot. The data collection process
involved engaging with 38 professionals from Almaty,
Kazakhstan, with diverse specialties. The primary tool for data
collection was a structured questionnaire designed with Likert
scale items. This scale, ranging from 1 (Very Ineffective) to 5
(Very Effective), allowed participants to express their
perceptions of the usefulness of the three Al tools - GPT,
Midjourney, and Copilot - in their daily tasks. The items in the
questionnaire were carefully crafted to capture nuanced
insights into the participants' experiences with these tools.

Apart from the Likert scale items, the participants were
also allowed to share their thoughts and feedback about these
Al tools in an open-ended comment section. Although these
comments have not been included in this paper for further
analysis and to maintain a quantitative focus. These insights
have helped shape the understanding and will inform future
qualitative explorations.

B. Data Collection

Data for this research was collected through a dual-method
approach - online surveys and telephonic interviews.

For the online survey, a secure platform that allowed
participants to provide their responses anonymously and at
their own pace was used. The questionnaire was designed to
capture relevant aspects of their work, their usage of Al tools
such as GPT, Copilot, and Midjourney, and their perception
of these tools' impact on productivity and efficiency.

Data confidentiality and privacy of the respondents
throughout the data collection process were maintained.
Personal data was anonymized and used strictly for research
purposes only, following data protection regulations.
Participants were informed of their rights, the purpose of the
study, and the measures taken to ensure their privacy before
beginning the survey or interview. This rigorous data
collection process aims to provide a solid empirical
foundation for an investigation into the role of Al in software
development in Kazakhstan.

IV. RESULTS

This section presents the results obtained from the
research. The data collected from the survey responses have
been carefully analyzed to test the hypotheses. These results
offer insightful observations on the perceived usefulness of



the Al tools - GPT, Midjourney, and GitHub Copilot - across
the diverse group of software developers participating in the
study.
A. GPT Usefulness

To examine the test, let us formulate our hypothesis:

Null hypothesis (H1o) Alternative hypothesis (H1a)

There is a difference between
the five categories of the
independent variable in terms
of the dependent variable GPT
Usefulness.

There is no difference between
the five categories of the
independent variable in terms
of the dependent variable GPT
Usefulness.

Table | outlines the summary statistics for the different
categories of software developers participating in the study.
There were five groups based on their specialization: 1C
developers, PHP developers, HTML/Javascript developers,
Database developers (working with either MS SQL or
MySQL), and System administrators (with expertise in either
Windows or Unix shell). The number of participants in each
group (N) ranged from 6 to 12.

TABLE I. MEAN RANK OF GPT USEFULNESS ACROSS DIFFERENT
SOFTWARE DEVELOPER GROUPS

Mean
Groups N Rank
1C 6 35
PHP 8 29.5
HTML/Javascript 12 18.33
Database developer (MS SQL/MySQL) 6 29.5
System administrator (Windows/Unix 6 145
shell)
Total 38

The Mean Rank column provides each group's average
responses rank, offering insight into the relative perceptions
of Al tools' usefulness among different types of developers.
With a mean rank of 29.5, PHP and Database developers
reported the highest perceived usefulness, followed by
HTML/Javascript developers, with a mean rank of 18.33.
System administrators and 1C developers showed lower mean
ranks of 14.5 and 3.5, respectively.

TABLE Il. KRUSKAL-WALLIS TEST STATISTICS FOR DIFFERENCES IN GPT
USEFULNESS ACROSS DIFFERENT SOFTWARE DEVELOPER GROUPS

Values
Chi? 29.2
df 4
p <.001

A Kruskal-Wallis test showed (Table Il) a significant
difference between the categories of the independent variable
for the dependent variable GPT Usefulness , p=<.001. Thus,
the null hypothesis is rejected.
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B. Midjourney Usefulness
To examine the test, let us formulate our hypothesis:

Null hypothesis (H2) Alternative hypothesis (H24)

There is a difference between
the five categories of the
independent variable in terms
of the dependent variable
Midjourney Usefulness.

There is no difference between
the five categories of the
independent variable in terms
of the dependent variable
Midjourney Usefulness.

Table 111 outlines the summary statistics of the various
software developer groups involved in the study, sorted by
their area of specialization.

TABLE Ill. MEAN RANK OF MIDJOURNEY USEFULNESS ACROSS DIFFERENT
SOFTWARE DEVELOPER GROUPS

Mean
Groups N Rank
1C 6 12
PHP 8 19.13
HTML/Javascript 12 31
Database developer (MS SQL/MySQL) 6 12
System administrator (Windows/Unix 6 12
shell)
Total 38

The Mean Rank column provides the mean ranking of
each group's responses. This data offers insight into how each
group perceives the usefulness of Al tools in their work.
HTML/Javascript developers, with a mean rank of 31,
reported the highest perceived usefulness. This is followed by
PHP developers, who had a mean rank of 19.13. The 1C
developers, Database developers, and System administrators
all reported a mean rank of 12, indicating lower perceived
usefulness of Al tools within these groups.

TABLE IV. KRUSKAL-WALLIS TEST STATISTICS FOR DIFFERENCES IN GPT
USEFULNESS ACROSS DIFFERENT SOFTWARE DEVELOPER GROUPS

Values
Chi? 29.36
df 4
p <.001

A Kruskal-Wallis test (Table 1V) showed a significant
difference between the categories of the independent variable
for the dependent variable Midjourney Usefulness , p=<.001.
Thus, the null hypothesis is rejected.

C. GitHub Copilot Usefulness
To examine the test, let us formulate our hypothesis:



Null hypothesis (H3o) Alternative hypothesis (H34)

There is a difference between
the five categories of the
independent variable in terms
of the dependent variable
Copilot Usefulness.

There is no difference between
the five categories of the
independent variable in terms
of the dependent variable
Copilot Usefulness.

Table V outlines the summary statistics of the various
software developer groups involved in the study, sorted by
their area of specialization.

TABLE V. MEAN RANK OF GITHUB COPILOT USEFULNESS ACROSS
DIFFERENT SOFTWARE DEVELOPER GROUPS

Mean
Groups N Rank
1C 6 28.25
PHP 8 28.13
HTML/Javascript 12 9.38
Database developer (MS SQL/MySQL) 6 19.5
System administrator (Windows/Unix 6 19.5
shell)
Total 38

The Mean Rank column provides the mean ranking of
each group's perceived usefulness of Al tools in their work.
For the 1C and PHP developers, with mean ranks of 28.25 and
28.13 respectively, the perceived usefulness of Al tools was
the highest. This contrasts with HTML/Javascript developers,
who reported the lowest perceived usefulness with a mean
rank of 9.38. Database developers and System administrators
reported moderate perceived usefulness, with a mean rank of
19.5.

TABLE VI. KRUSKAL-WALLIS TEST STATISTICS FOR DIFFERENCES IN GPT
USEFULNESS ACROSS DIFFERENT SOFTWARE DEVELOPER GROUPS

Values
Chi? 20.66
df 4
P <.001

A Kruskal-Wallis test (Table VI) showed a significant
difference between the categories of the independent variable
for the dependent variable Copilot Usefulness , p=<.001.
Thus, the null hypothesis is rejected.

D. Summary

Hypothesis 1 (GPT Usefuless): The application of GPT
(Generative Pre-training Transformer) models in software
development correlates positively with the efficiency and
productivity of software developers in Kazakhstan. This
implies that developers who utilize GPT tools in their
workflow exhibit increased coding speed, improved code
quality, and reduced error rates compared to those who do not
use such tools.
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Hypothesis 2 (Midjourney Usefulness): The adoption of
Midjourney, an Al-assisted software design and testing tool,
correlates with improved design quality and more efficient
testing processes among software developers in Kazakhstan.
This suggests that developers who use Midjourney can design
effectively.

Hypothesis 3 (GitHub Copilot Usefulness): The
utilization of GitHub's Copilot, an Al-powered code
completion tool, has a significant positive relationship with
the productivity and creativity of software developers in
Kazakhstan. In this context, developers using Copilot are
hypothesized to generate more diverse and innovative
solutions and benefit from accelerated coding processes
compared to their counterparts who do not use this Al tool.

V. CONCLUSION

The application of Al tools in software development has
sparked significant interest among researchers and
practitioners in recent years. These tools, equipped with
advanced algorithms and computational capabilities, promise
to transform how software is designed, developed, and
maintained. While the global implications of these
advancements have been widely discussed, their specific
impacts on software developers in Kazakhstan are yet to be
comprehensively explored.

In this context, this study aims to investigate the
relationship between using specific Al tools and the
efficiency, productivity, and creativity of software
developers in Kazakhstan. The research hypothesizes that
using Al tools, namely Generative Pre-training Transformer
(GPT) models, Midjourney, and GitHub's Copilot, positively
correlates with improved outcomes in software development
tasks.

The first hypothesis (GPT Usefulness) posits that
developers who utilize GPT models, known for their
proficiency in natural language understanding and
generation, exhibit higher productivity and efficiency in their
coding activities. The second hypothesis (Midjourney
Usefulness) predicts that using Midjourney, an Al-assisted
tool designed to improve software design and testing, results
in superior software design quality and testing efficiency.
Lastly, the third hypothesis (GitHub Copilot Usefulness)
proposes that developers employing GitHub's Copilot, an Al-
powered code completion tool, are likely to produce more
diverse, innovative solutions and enjoy quicker coding
processes.

It is essential to consider potential limitations related to
the 1C group. The 1C platform, predominantly used in post-
Soviet States, is uniquely language-dependent, primarily
interfacing in Russian. Consequently, these findings
regarding the perceived usefulness of Al tools among 1C
developers may be influenced by the nuances of language
interaction within the tool and the work environment. The
potential language barrier could have affected the developers'
ability to fully utilize and understand these Al tools, leading
to varied results. Future research could consider these
linguistic aspects more closely to understand Al tool
applications across different language-dependent
programming environments comprehensively.

Through examining these hypotheses, the study aims to
shed light on the specific impacts of Al tools on software



developers' performance in Kazakhstan, providing valuable
insights for the broader software development community.
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Abstract—At the present stage of telecommunications caused by the silence of wireless communication in the
network development, a new trend focuses on the concept of standby mode of the sensor node.
IoT. To solve these problems, ZigBee technology has been . . .
specially created, which was originally developed to create a ‘The article [3] is devoted to comparing the energy
distributed network of sensors and controls, includinghomeand ~ €fficiency of ZigBee and Bluetooth radios, studying their
industrial automation. At the same time, wireless terminal  encoding characteristics. The problem was the hidden power
devices that read, transmit over the network and reproduce the ~ consumption of the devices. Firstly, recent advances have
collected data for monitoring certain systems are energy  changed the power consumption of devices, and secondly,
dependent. from the point of view of energy efficiency, the gain of
systems during encoding has been reduced by determining the
Keywords—ZigBee, 10T, CSMA/CA, beacons, ZED, SED,  signal-to-noise ratio (SNR), where the value of the energy-to-
MED noise ratio (Eb/No) of reception is more significant, providing
a direct comparative value for systems. It is concluded that the
gain in the diversity of systems is more effective, regardless
Zigbee symbolizes the combination of zigzag movement  of which method can provide a gain in diversity compared to
and collective operation of actuators, which are key aspects of ~ the average statistical indicator.
this wireless technology.

I. INTRODUCTION

The article [4] proposes an intelligent lighting monitoring

Zigbee is a wireless network standard designed for low—  and control system based on the Internet of Things, which is
consumption Internet of Things (1oT) devices. It operates on created using the ZigBee wireless network for smart homes.
various frequency bands 2.4GHz, 868 MHz and 915 MHz.  The proposed system consists of capacitive touch switches,
Zigbee devices can communicate with each other and  smartphones and an intelligent integrated control platform.
exchange data within a network using Zigbee protocols and ZigBee is used as a communication bridge that can reduce the
communication standards. There are also Zigbee coordinators ~ power consumption of electrical appliances. Users can
who manage the network and provide communication with monitor the condition of household appliances using an
other networks or systems. application that eliminates the disadvantages of traditional

The paper [1] presents an energy-efficient routing protocol remote control devices and saves energy.

LCF-ZBR (Low Formation of cluster ZigBee Routing). At the The work [5] is devoted to the creation of a hardware
same time, if the energy of one particular cluster head node is  prototype and implementation on a standard ZigBee, Wi-Fi
insufficient, then an alternative cluster head node is used to  and FPGA platform. The experimental evaluation
preserve the residual energy of the original node, which avoids ~ demonstrates that backscattering Wi-Fi packets can be
the failure of the cluster head node due to excessive use.  decoded by CoTS ZigBee receivers at a distance of 55 meters
Simulation was performed in the NS2 environment. The  without line of sight and taking into account human
comparison of the residual energy and the number of idle ~ movements. Passive ZigBee can consume as little as 25 MW
nodes is carried out. The results showed that the proposed  when transmitting sensor data and relaying ZigBee and Wi-Fi
energy-efficient routing protocol was more efficient, which  data compared to traditional ZigBee (36 MW).

will extend the service life of the entire network. L -
In [6], an optimization model was developed to maximize

The authors of the article [2] have developed a wireless  the battery life of routers and the coordinator, which was
sensor for the ZigBee network with standby mode in case of ~ successfully tested with a standard ZigBee data table
limited power consumption, thus increasing the service life of ~ containing technical data for sensors, routers and coordinators
sensor nodes. In addition, the design of the response  (practical assembly of a wireless sensor network with XBee
mechanism has been improved to ensure effective S2C devices). It is shown that when end devices generate
management of the terminal sensor node by the server to traffic at regular intervals, an increase in the battery life of
eliminate the problem of transmitting command parameters

XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE
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routers and the coordinator is possible only under certain use
cases.

Il. FEATURES OF THE ZIGBEE STANDARD

ZigBee technology is special because, despite the fact that
the end devices of a wireless network have low power
consumption, but at the same time support not only various
network topologies ("point-to-point"”, "tree" and "star"), but
this network is self-organizing and self-healing with a mesh
mesh topology with retransmission and routing of messages.

In addition, the ZigBee standard has:

o the ability to choose a routing algorithm;

o application standardization mechanism — application

profiles;

e standard cluster libraries;

flexible security mechanism and others.

Figure 1 shows the Zigbee protocol stack, where the upper
layer is the APS (Application Support Sublayer) application
layer, the NWK network layer using lower—level services is
the MAC access control layer and the PHY physical layer
regulated by the IEEE 802.15.4 standard for low-speed
personal radio networks.

/

B

Application (APL) Layer

Zigbee Device Object Application Framewoerk

Defined by

Application Support Sublayer (APS) Zigbee Alliance

Network (NWK) Layer

Medium Access Control (MAC) Layer
Defined by
|EEE 802.15.4

Physical (PHY) Layer

Fig.1. Zigbee standard Protocol Stack

Access to the IEEE 802.15.4 channel is based on Carrier
Sense  Multiple Access With Collision  Avoidance
(CSMA/CA).

ZigBee IEEE 802.15.4 devices operate at 2.4 GHz. 16
channels are organized with an interval of 5 MHz. Data
transmission can reach up to a base speed of 250 kbit/s over
the air, the average transmission rate of useful data, depending
on the network load and the number of retransmissions, ranges
from 5 to 40 kbit/s. In this case, the distance can be reached
up to 100 m if there is no obstacle in the way of signal
propagation. IEEE 802.15.4/Zigbee devices are characterized
by low power consumption, especially end devices for which
a "sleep" mode is provided, which allows these devices to
work for up to several years on a single AA or AAA battery.
AA batteries are usually used in devices that require more
power or longer operating time (from 1.2 Ah to 3 Ah), while
AAA batteries are often used in more compact devices where
size and weight matter (from 0.5 Ah to 1.5 Ah). The IEEE
802.15.4 standard supports not only standard topologies, but
also complex arbitrary ones.

The following devices are components of the IEEE
802.15.4 network:
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a ZC device that forms tree paths with the possibility
of interconnection with other networks (coordinator);

router (ZR);

ZED (ZigBee End Device) — not sleeping, SED
(Sleepy End Device) — sleeping and MED (Mobile End
Device) — mobile [7].

Each coordinator or router can support up to 16 or 32
terminal sleepers or mobile devices. The mobile device
disappears from the network due to its movement, otherwise
it is similar to sleeping. The mobile device disappears from
the router's field of view not because of sleep, but because of
its movement. Only dormant end modules are introduced into
the low-power state, the coordinator and routers maintain the
connectivity of such a network (Figure 2). The messages of
the end devices are not buffered, they are sent to the network
immediately. The end nodes communicate with the entire
network through their "parent” node.

The "parent" is selected automatically during the
formation of the network. If the "parent™ node subsequently
stops functioning for some reason, the "child" end node will
find another "parent” node. There are four modes (mode 0, 1,
2, 3) of the terminal module activity, with sequence numbers
1, 2, 3, 4. In the initial mode (mode 0), the terminal module
does not sleep. The two following modes (1st and 2nd) mean
different degrees of energy saving by the processor: semi-
awake mode and deep sleep mode 3 (with processor
shutdown).

ZigBee's sleeping endpoints can be configured to wake up
on a specific schedule or in response to specific events.
Typical events may be the receipt of a command from the
ZigBee network coordinator or the activation of an internal
SENsor or sensor.

1. ANALYSIS OF THE PRINCIPLES OF DATA
TRANSMISSION BY THE CSMA/CA METHOD

In the 802.15.4 standard, when accessing a radio channel
at a frequency of 2.4 GHz, the maximum data transfer rate is
250 kbit/s, in reality it is lower due to the availability of
service information. To prevent unwanted interactions, a time
separation based on the CSMA/CA protocol (Multiple access
protocol to the medium with carrier control and collision
prevention) is used.

The ZigBee time division is based on the use of
synchronization mode, in which subordinate network devices,
which are in a "sleeping" state most of the time, periodically
"wake up" to receive a synchronization signal from the
network coordinator, which allows devices inside the local
network cell to know at what point in time to transmit data.
This method, based on determining the state of the
communication channel before the start of transmission,
reduces (but does not eliminate) collisions caused by multiple
devices transmitting data simultaneously. The 802.15.4
standard is based on half-duplex data transmission (the device
can either transmit or receive data), which does not allow
using the CSMA/CA method to detect collisions - only to
prevent them.

ZigBee data transmission technology uses two modes:
with and without beacon. In the beacon-free mode, the
network works asynchronously, and routers must constantly
listen to the air, which does not allow building an ultra-low
power consumption network based on this mode.



In the beacon mode, the coordinator and each of the routers
with a certain period send frames called beacon to the air,
allowing clock synchronization on parent and subordinate
nodes. The interval between beacons (BI) includes an active
period, called a superframe, and possibly an inactive period
(Figure 2).
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Fig.2. The principle of operation of the network in the mode with a beacon

The superframe is divided into 16 identical time slots,
during which data frames can be transmitted. During the
inactive period, all nodes can enter sleep mode, thereby saving
energy.

The interval between beacons and the duration of the
superframe are determined by the parameters BeaconOrder
(BO) and Superframe Order (SO), respectively [8, 9]:

Bl = aBaseSuperframeDuration - 25%,0 < BO <14 (1)
SD = aBaseSuperframeDuration - 25°,0 < SO < BO (2)

where aBaseSuper frameDuration — minimum duration of a
superframe.

Keep your text and graphic files separate until after the text
has been formatted and styled. Do not use hard tabs, and limit
use of hard returns to only one return at the end of a paragraph.
Do not add any kind of pagination anywhere in the paper. Do
not number text heads-the template will do that for you.

This value is fixed and is equal to 960 characters (a
character is 4 bits), which corresponds to 15.36 ms, assuming
250 kbit/s in the 2.4 GHz frequency range.

During the Competitive Access Period (CAP), nodes
compete for access to the physical environment using the
CSMA-CA slot mechanism.

The IEEE 802.15.4 protocol also provides for a period of
non-competitive access to the environment (CFP), during
which guaranteed access slots (GTS) can be allocated to
nodes.

Figure 3 shows the dependence of BeaconOrder on the
intervals between beacons BeaconOrder indicating the
number of super frames that must pass between two
neighboring beacons.
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The average current strength in the Zigbee network does
not directly depend on the intervals between beacons.
However, the intervals between beacons can affect the power
consumption of devices on the network.

On the Zighee network, devices have the ability to go to
sleep during the passive period of the Superframe when no
data is transmitted. Longer intervals between beacons allow
devices to spend more time in sleep mode, which can reduce
the average current in the network.

Figure 4 shows the dependence of the Beacon Order on the
average amperage.
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Fig.4. The dependence of the Beacon Order on the average amperage

Figure 5 shows the dependence of the Beacon Order on the
lifetime of the AA battery.
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Fig.5. The dependence of the Beacon Order on the lifetime of the AA battery

IV. CONCLUSION

IEEE 802.15.4/Zigbee is a standardized wireless
technology that defines physical (PHY) and channel (MAC)
levels for low-speed, low-power wireless networks. It



provides a framework for various protocols and technologies,
including Zigbee.

The lower the value of the Beacon Order, the more often
beacons will be sent, and the more active the network will be,
which is important when a quick response to changes in the
network is required or when high bandwidth is needed.

A longer interval can also be useful for networks with low
bandwidth or when less network activity is required to save
energy.

When choosing the intervals between beacons in the
Zigbee network, it is necessary to consider the balance
between the power consumption of devices and the
requirements for data transmission delays in a particular
application.

Increasing the intervals between beacons can lead to an
increase in battery life due to the sleep of end devices with less
energy consumption.

IEEE 802.15.4 and Zigbee standards are widely used in
various fields, such as smart home, industrial automation,
smart grids, etc. They provide reliable and efficient
communication between various devices, such as sensors,
actuators and control systems, taking into account the
requirements for low power consumption, reliable data
transmission and ease of use.
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The role of the patronage mobile application in the
evaluation and analysis of the activity of medical
information systems
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Abstract—Currently, the demand for mobile applications for
evaluating and analyzing the performance of medical information
systems is increasing due to the need of time for digitization.
Medical mobile applications are software products that can be
widely used in medicine. In this article, it is shown that the
introduction of the use of mobile application service in city
multidisciplinary central polyclinics, city and family polyclinics is
an important factor in preventing serious diseases, improving the
system of quick and accurate diagnosis of diseases, and protecting
human welfare. In the evaluation and analysis of the activity of
medical information systems, it is shown that mobile applications
allow receiving information from several patients at the same time
and are the main helper in maintaining human health.

Index Terms—Medical information, diagnosis, disease, mobile
application, Soft Computing component, medical information
technology, mathematical model.

I. INTRODUCTION

Currently, in many foreign countries, the intervention of
information technologies in the field of medicine is moving
forward very quickly.

Construction of intelligent systems for control, analysis and
decision-making of medical information systems; is the use
of modern intellectual information technologies (databases, a
component of Soft Computing) to solve the problems of mon-
itoring and decision-making given the initial data, and to de-
velop software tools and analyze the activity of medical infor-
mation systems in medical institutions and decision-making.
Medical information systems (MIS) are comprehensive au-
tomation of medical institutions. Development of software
modules that meet the modern requirements of the institution
for the progress of medical diagnostic processes, elimination
of repetitive and unnecessary procedures for diagnosis and
medical appointment, control of medical records, analysis and
registration of defects in medical processes, quality provides
timely improvement [1], [4].

The results of large-scale reforms in the field of health
care in our country are not working. In order to widely
introduce information technologies in the field of medicine,

2" Maxbuba Vaydullayeva
Samarkand Branch of Tashkent
University of Information Technologies University of Information Technologies

47A, Shokhrukh Mirzo str.
Samarkand city, Uzbekistan

mahbub_f@mail.ru

3 Sevara Nabiyeva
Research Institute for
the Development of Digital
Technologies and Artificial Intelligence
17A Buz-2, Tashkent, 100124,
Tashkent city, Uzbekistan
sevar0887 @gmail.com

work is being carried out to consistently study and solve their
problems.

Today, the widespread introduction of modern information
technologies in medicine serves to improve the quality and
efficiency of the provided medical services. Creating a mobile
application of the “Patronage” information system in order to
automate the work of documenting in medical institutions, to
computerize the patient’s medical history and analysis results,
to perform diagnostics using the capabilities of information
recognition systems based on artificial intelligence, and to
visually monitor the stages of the development of the disease
is considered an urgent issue [2], [3].

When the world experience was studied in European coun-
tries such as Italy, Spain, Greece, Germany, it became known
that social patronage service is implemented mainly only for
the elderly and mentally ill patients who need the care of
others. Brigades equipped with special vehicles have been
organized in 46 polyclinics in Russia, where 120 doctors and
264 secondary medical workers work. In Kazakhstan, universal
and improved patronage systems have been established exper-
imentally, in which improved patronage services are mainly
provided to children and pregnant women.

According to Oljas Abishev and T. Sultangaziev [2], mobile
applications are primarily used by patients who have dispen-
sary accounts. More than 6,000 downloads for ”Anti-Stroke”,
more than 3,000 downloads for ’Oncoscreen”. He added that
the “Visiting Nurse” mobile program was introduced in the
region.

Moscow city scientists A.V.Pogonin and Yu.Khavkina,
A.ILKhripun Patronage - a set of planned activities imple-
mented by the district pediatrician, pediatrician (later doctor),
district nurse, nurse (later nurse) has been developed [6], [7].

Comparative analysis of the main featu res of existing
and developed medical facilities such as health information
systems, Center Millennium, IMPAC, INVISION, Integration
Patient Information System, Medical Manager System, Med-
Series4, mySAP Healthcare, PulsePro Management System,
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etc., widely used in the USA and Europe, India, Japan, South
Korea, China, Russia, Canada show special attention to the
following functional capabilities of software systems [2], [5],
(81, [9].

If the PATRONAJ mobile application starts working in
Uzbekistan, it will save a lot of time, strengthen human
health, and create a basis for comprehensive analysis of its
capabilities. PATRONAJ mobile application is one of the
unique opportunities to understand the problems and make
the right decision. If we look at it as a global model, the
PATRONAIJ mobile application can be called a model that
occupies a worthy place in global health [10], [11].

The difference between the new patronage mobile ap-
plication and traditional models:

1. Effective use of time and not being indifferent to human
health;

2. Accurate and qualitative analysis of the problem; “timely
detection and elimination or significant reduction of risk”;

3. The demand for quality, not quantity, is in the first place,
“Everything is for human dignity”;

4. Attention to the medical-social, educational complex is
aimed at identifying not only diseases, but also other health

problems [7].
My
= \f

Fig. 1. Mobile application scheme

Open, connected digital platforms can achieve real-time
visual management of hospital operations, from patient flow
and physician workload to bedside and device utilization. This,
in turn, enables hospital management to plan and improve
resource utilization and make fully informed decisions based
on overall healthcare metrics and outcomes.

Creates an automated workspace for the physician with
scheduling, staff, patient, supplier, and resource accounting
functions.

The enterprise provides a medical repository with a web
interface for exchanging medical messages, sending alarms,
accounting for service providers, and collecting data on the
results of physiological indicators monitoring.

II. MATHEMATICAL METHOD OF INTELLECTUAL
ANALYSIS OF MEDICAL INFORMATION

For early detection of diseases in medicine, it is necessary to
provide a mathematical description of the problem of forming
clinical symptoms. Mathematical methods and algorithms for

medical data processing and problem solving and mathemati-
cal methods in medicine, criteria for determining the condition
of research objects related to health problems, evaluation,
analysis and a set of quantitative variables Forming methods
and set of algorithms analyzed [4], [6].

In many clinical situations, the patient is affected by several
symptoms (signs) at the same time. Therefore, recently, the
solution to the problems of forecasting and diagnosis has
become related to the methods of information processing.
Experts in the field of statistics say that many methods of
information processing in this field were created and developed
due to the problems posed by medicine and biologists [4], [6],
[12].

Linear regression analysis is chosen to determine the effect
of disease symptoms on diagnosis. Given the low quality of
the initial data, we can use non-linear methods. The analysis
shows that linear regression analysis is effective in many areas.
The main diagnoses are determined according to the accepted
clinical practice. Based on the given data, a list of diagnoses
is compiled and we assign a numerical value to each diagnosis
(Table 1.1).

TABLE I
TABLE OF DIAGNOSES

No Diagnosis

1 Inflammation of the upper respiratory tract (pharyngitis, asopharyngitis,

tracheitis, laryngitis, laryngo-tracheitis)

2 Acute coronary syndrome (ACS)

3 Chronic disorders of the stomach and intestines

4 Acute intestinal infection (OKI, dysentery, salmonellosis,
enterichiosis, gastritis, enteritis, gastroenteritis)

Headache

Heart disease (VPS)

Poisoning from medicine, carbon dioxide, alcohol

Snake, scorpion, wasp bite

O 00| | O\ W

Kidney lat eating

Rib fractures

| —
= o

Diabetes (type 1 and 2)

The specified types of symptoms are listed, in the initial
diagnosis of a particular patient, we take into account the
following main symptoms of the disease and assign a nu-
merical value to each symptom (Table 1.2). Let M be the

TABLE II
DISEASE SYMPTOM CHART

No Symptoms

1 Sneezing

2 Sputum separation

3 Anxiety

4 Not fully closing the eyes

5 Bruising

6 Blood pressure increase

7 Swelling of the mucous membrane of the mouth
8 Pain

9 Arms and legs

10 Pain in hands and feet

11 Swelling in the legs

12 Lose weight

13 Convulsion

14 Increase in body temperature
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number of observations. We take the number of symptoms to
be N. From all the observational data we have, we can make
a table of symptoms and diagnoses. In this case, we indicate
the dependence of the symptoms set on each observation with
0 and 1. As a result, we get a table with values from M to
N, 0 and 1. Each row in the table gives the disease symptoms
of the diagnosis made as a result of a certain observation.
Let’s denote table 1.1 as X. When compiling the X table, we
summarize the symptoms that showed the same relationship
in all observations. A table of all observations and diagnoses
is made, and we mark this table 1.2 as Y. The general purpose
of working with regressions is to determine the existence of
statistically significant relationships between dependent and
independent variables and how they are manifested [3].

In practice, linear regression looks like the following linear
function.

y=by+bix1 +box—2+4+ ...+ bz,

In this formula, y is the diagnosis (dependent variable);
x1,%2, 2, symbols (independent variables). The value of the
dependent variable is given to us in the Y table. A combination
of independent values is given in Table X.

This article will analyze mobile applications first. A mobile
application is being developed on a very large scale to learn
and stay up to date with the latest developments in electronic
digital technology and medical mobile applications. Electron-
icization of medical observations reduces the work of nurses
and doctors, provides information about patients remotely.
Recently, downloading mobile applications has become very
popular among students and medical professionals.

HOW TO CREATE AND USE THE PATRONAGE MOBILE APP

This part of the application consists of an online application
and an online patronage part, and it is built on the basis of
typical information objects that identify the areas of online
patronage activity.

A cross-platform application for monitoring medical care in
rural medical centers should perform the following functions:

o registration of citizens (ID, User name (Phone Numb),
Password

o Full Name, City, District, Address);

o Submit an online application;

o Information about e-documents;

o Analysis of doctors (FI.O., time of admission, region of
the doctor), nurse (login, password);

« Filtering of information according to the schedule of cit-
izens’ examination, filtering: performed by date, region,
family polykilinka and village medical centers;

o View the found information, the information is displayed
in a short form;

e search for an individual house by the name of the
registered representative;

o detailed view of found house information;

o review: ID, Pr-date, End-date, Status, Summary

The goals of creating a medical information system (MIS):

1. Creation of a single information space;

2. Monitoring and managing the quality of medical care
through the Patronaj” mobile application;

3. To increase the transparency of the activities of medical
institutions and the effectiveness of management decisions;

4. Analysis of the economic aspects of providing medical
care in family polyclinics;

5. Reducing the time of examination and treatment of
patients;

6. The introduction of the “Patronage” mobile application
into the medical information system will have a positive effect
on all participants of the healthcare system.

Benefits for the patient:

Effectiveness of treatment:

o by reducing “paper work”, the doctor will have more time
to work with patients;

o the efficiency of obtaining diagnostic information in-
creases the speed of appointment and the effectiveness
of appropriate treatment;

« collection for any number of years with the possibility of
viewing the history of the patient’s previous cases;

« reduce the risk of losing patient information;

o Minimize time spent:

« the ability to create an optimal schedule for the patient to
go to the diagnostic and treatment rooms in a minimum
time interval;

« lack of queues in treatment and diagnostic rooms;

¢ quick receipt of exam results and conclusions in printed
or electronic form;

Privileges for the attending physician:

Effectiveness of treatment:

« the ability to see the previous history of the patient;

o the possibility of obtaining information about the avail-
ability of medicines from the pharmacy warehouse of the
enterprise;

o the availability of the necessary information from the
medical history in real time

Minimizing the time spent:

« reduce the cost of excessive manual labor to rewrite the
same data;

o Automatic coding of diagnoses according to ICD-10
codes;

« use of templates (frequently used phrases) when filling
out medical history;

« automatic receipt of discharge summary;

o comparison of the activities of different healthcare insti-
tutions based on the data obtained from different regions;

« timely adoption of important strategic and tactical deci-
sions based on real-time data analysis;

In Figure 2. program database scheme is presented. The
database consists of five tables: “patronage graph”, “patron-
ages”, ’qvp”, “districts”, "house patronage”. The database was
implemented based on the embedded SQLite DBMS.
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Fig. 2. Functional structure of Potranaj mobile application

Supply lines that provide medical care t o the population
are produced at the top level. With the help of patronage
nursing brigades, new technologies of comprehensive medical
examination of the population and comprehensive medical and
social monitoring are being introduced scientifically and into
practice.

CONCLUSION

The proposed research work includes the creation of a
mobile application for entering, storing and processing infor-
mation in medical institutions, as well as the development
of mathematical methods, algorithms, tools and software to
increase the reliability of information in these processes.
Determines the mechanisms and ways of implementing the
regional target program of organizing medical and sanitary
assistance to the population living in remote areas through the
primary “patronage” mobile application on the principle of a
general practitioner.

Regression analysis allows you to model the situation when
making diagnostic decisions.

This part of the application consists of an online application
and an online patronage part, and it is built on the basis
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of typical information objects that define the areas of online
patronage activity.

During the construction of the architecture (Clear Architec-
ture), the connection of the Frontend and Backend parts was
made on the basis of UML diagrams. This allows the program
to connect data, domain, and presentation sections and ensure
easy operation of the program.
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Abstract— This paper presents the optimal processes that can
be used in electromyography signal processing in human
movement rehabilitation. Here are the best options for EMG
signal recording, processing, and classification.
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I. INTRODUCTION

With the introduction of modern technologies into
medicine, the diagnosis of the disease, and rehabilitation of
patients with disabilities began.

It also began to be widely used in controlling artificial body
organs through biosignals with the help of muscle activity,
isolating signal interactions in human and Computer
Communication, brain-computer interface systems, and
studying human behavior based on exoskeletons.

Currently, people who have lost the limbs of the hands or
feet (congenital or increased organ failure) are the majority.
They may have been born so or they may have lost their
functioning organs due to diabetes, infections of different
types, trauma, cancer, or complications of blood vessels. For
this reason, several disabled people with circulation in
members of the movement is increasing year by year. The use
of prosthetics around the world is limited for a while.
According to the World Health Organization's reports, 30
million people on Earth need prosthetics [1].

There are several types of prostheses: wooden or iron
prostheses, prostheses that work through the body, myoelectric
prostheses, and biological prostheses. Currently, myoelectric-
robotic prostheses are developing rapidly. The main principles
of these prostheses, that is, myoelectric control systems (MCS),
consist of the classification and transmission of EMG signals
emitted by muscles.

When a person wants to immobilize body organs, such as
hands, feet, or neck, a motor contact signal that is part of the
brain is produced (Fig.1).

Dressing signal comes to certain skeletal muscles through
the spine. Motor neurons are the functional unit of the nerve
network. They are connected by muscle. Motor neurons or
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motor blocks are attached to myofibers. The strength of muscle
contraction depends on the number of motor blocks involved
[2]. For example, to raise a sheet from the table, several motor
blocks are required, but to raise a book with a hardcover, you
will need more MU. The volume of the MU population
depends on the volume of muscles [3].

In some small muscles, the MU indicator is equal to 1:1. To
perform harmonious and delicate movements that require less
control, you need large muscles. When increasing strength and
strength, these fibers will have to gather [4].

motor cortex
2~

SEMG signal

motor nerves
i

inne'r\vation
X zone (12)
muscle fiber

Fig. 1. Control of the muscle through the nervous system.

All muscle fibers relax, shrinking at approximately the
same time. Furthermore, if the muscle fibers are faxed to the
MU muscle contraction, the fibers will be in a state of
maximum contraction. MU is a functional unit of myofibers,
which releases muscle contraction [5, 6].

Il. ANALYSIS AND DISCUSSION

Nowadays sucks a large number of people with disabilities,
amputates with impaired arm or leg movement functions.
Rehabilitation of their movement functions as much as
possible, and their inclusion in society is one of the essential
manners. Amputants are people who have a member of the
hand or foot, that is, a member of the movement whose
function is impaired, a member of the movement is cut off due
to unpleasant phenomena (road traffic officer, diseases, etc.)
without a landing.

It is known that as a result of muscle contraction,
movement occurs, and the muscle is reduced as a result of the
influence of impulses from the brain on muscle fibers. This
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means that the muscle, which shrinks in amputation, will be
damaged, and it will not be able to perform certain movements.
However, there will be impulses coming from the brain to the
affected muscles that induce it to act, but the impulses will not
be able to act, since a certain part of the hand does not exist.

The idea behind this is that if 1 have an impact on the
muscles as a result of the impulses, we will be able to record
the signals coming from those muscles and turn them into
digital computer commands that trigger the movement in the
body. One problem here is that we will have to figure out how
many hand movements the residual muscles that are present in
the amputee can release. While we know that the movements
of the hands are mainly the muscles of the forearm, we need to
dress the table of attachment to the forearm muscles or their
combination hand movements (TABLE 1).

On the human wrist, six basic muscles provide movement
(Fig.2). They are flexor carpi radialis, palmaris longus,
pronator teres, flexor digitorum superficial, flexor carpi ulnaris,
and flexor policis longus. They are involved in some
movements alone, but sometimes several muscle combinations
participate in some complex movements. It should be noted
that if we correctly determine the connection of the movement
to the muscles, and record the signal, we will avoid the fact that
the signal data will increase, and as a result, the process of
cheating will be more difficult.

TABLE I. TABLE OF THE MUSCLES OF THE FOREARM AND THE MOVEMENTS
THAT THEY CAN CAUSE ON THE SURFACE
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Fig. 2. The structure of the forearm muscles.

Recording an EMG signal is easy, but interpreting it is a
difficult process. The analysis of this signal allows you to
understand the movements that occur in the body through the
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strength, and muscles that are characteristic of the muscles. It
should be noted that getting the above information correctly
will depend on the method of receiving the signal. The
traditional method of EMG signal capture consists mainly of
three stages: signal capture, signal mining, and signal
processing.

Since muscle contraction leads to the appearance of an
electric field on the surface of the skin, it is enough to place the
electrodes on the surface of the skin.

Feature
extraction

Receiving the
EMG signal

Signal

. >
preprocessing

Classification Control

Fig. 3. Signal processing process in EMG signal-based control systems.

It should be noted that, although this is not the case, it may
be because it can lead to a deterioration in health. EMG signals
that the time spent on trips can be stopped due to the merger

(Fig. 3).

The collection and analysis of generalized data, which will
be presented below, were carried out in the sequence of
processes shown in Fig 3.

The EMG signal recognition will consist of four stages.

1-the stage. At the stage of receiving an EMG signal, the
process of recording the EMG signal from the human body is
the study of the anatomy of the muscles present in the hand,
determining the structure, location, and shape of the muscles,
analyzing the possibilities of performing what movements of
the hand in the process of studying the muscles, based on
recording the signal, the procedures for the correct selection of
the location of the electrodes are performed.

2-stage. After receiving the signals from the human body as
a result of the necessary actions, the preliminary processing of
this signal is carried out. In this case, procedures such as
selecting the desired filter, segmentation, and processing of
signals in the window, are performed to clean the signal from
unnecessary artifacts and noise.

3-stage. At this stage, the separation of the necessary
parameters from the cleaned signal is carried out. It will be
necessary to determine the most optimal variant of the
parameters or the effectiveness of their combinations through
certain operations. In subsequent processes, these parameters
are obtained and used as a benchmark.

4-stage. The tutorial, dressed through Signal parameters, is
taught based on selective algorithms, and the signal is
classified based on certain hand movements.

A. Receiving the EMG signal

There are various hardware supplies to get the SEMG
signal. One of them is the Bitalino device (TABLE 2).

This device is characterized by mobility and productivity.
The device can record multiple biosignals at the same time. To
get a kind of biosignal, the Har allocated one channel on the
device. Currently, BTS FreeEMG analyzers are being used for
receiving SEMG signals (TABLE 3). This device is 10-
channel, which is used only in obtaining potential from
muscles.



B. Signal preprocessing

Processing an unprocessed initial signal (Raw signal) is a
necessary step to minimize internal noise and ensure proper
analysis of signals. Different types of noise are detected in the
recordings of EMG signals. These interactions include noise in
data collection equipment, environmental noise caused by
electromagnetic radiation, movement artifacts caused by
electrode interaction or cable movement, and signal instability
caused by changes in the response speed of motor units.

TABLE II. BITALINO DEVICE PHYSICAL PARAMETERS
Specification
Sample size 1, 10, 100 bath 1000 Hz
Analog ports 4 incomings (10-bit) + 2 incoming (6-bit)
Digital ports 4 incomings (1-bit) + 4 outgoing (1-bit)
Contact Class Il Bluetooth v2 .0 (up to 10 meters of coverage)
information
Actuators LED
Sensors ECG; EMG; EDA;
Battery 3.7V LiPo
Weight 30g
Size 100 x 60 mm
TABLE III. TECHNICAL PARAMETERS OF THE BTS FREEEMG DEVICE

Weight
Frequency of use
Frequency of Information

13 gr
2.4 GHz (standard IEEE802.15. 4)
1GHz (16-bit)

Retrieval
Sensitivity pv
Connection UsB
USB size 82x44x22, 5mm

The use of low-level conductive filters often eliminates the
initial shrinkage on notes that are worn due to movement. In
the literature, it has been concluded that the EMG signal is
located in the range of 20-500 Hz with the main data [7]. The
sliding window method is suitable for myocontrol because it
seeks to make a reliable classification decision and reduces the
maximum delay time. The choice of the window length is one
of the factors that lead to a change in the delay time, and the
accounting time. In the studies, 150ms, 250 MS, 50ms, and 100
MS size windows were proposed [7].

C. Feature extraction

Feature extraction - it is understood to obtain the necessary
informative parameters from the signal data. Three main
categories of features are relevant for EMG signal-based
management systems: time (time-domain features - TD),
frequency (frequency domain features - FD), and time-
frequency domain (time-frequency domain features - TFD)
features. Separation of characteristics plays a decisive role in
signal processing and classification. This process is carried out
by constructing a vector of properties through certain signs of
the initial signal. TD properties are distinguished by the signal
amplitude. The signal amplitude varies depending on the
strength, condition, and types of muscles. Such features do not
require changing the signal when allocating. FD is done
through the power spectral density of the signal. TFD will be
able to accomplish this through a combination of time and
frequency fields. The application of the combined form of
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these features increases a plurality of also precision [8-12]:
mean absolute value slope, slope sign changes (SSC), zero
crossing (ZC), and waveform length (WL). Although the ZC
and SSC features display FD data the signal does not convert to
FD. In several studies conducted in the field of manual
behavior detection, EMG alarm features such as MAV, ZC,
SSC, root mean square (RMS), variance (VAR), and standard
deviation (SD) were used. Later, a feature called MAX was
introduced, this feature represents the maximum point in WL.
Studies have shown that RMS, MAX, and SD feature vectors
were the best combinations [8]. Other studies have begun to
use features such as Kurtosis (Kurt) skewness (Skew), and
approximate entropy (moving ApEn) [9]. These features can
classify the EMG signal contraction phases (for example, the
beginning, end, and middle of the movement). Studies have
shown that the use of ApEn for distinguishing features in
clinical processes is effective [10]. The Integrated EMG
(IEMG) feature, is used [11]. The FD characteristics of the
EMG signal are realized through the properties of its spectrum
and frequency fields (Figure 10). Bunda assesses the nature of
muscle fatigue [8-12]. The change of signal in FD is due to the
median power frequency (MPF), which changes as a result of a
relative decrease in the signal strength of the high frequency,
and a small increase in the signal strength of the low
frequency. In clinical practice, EMG provides data on the mean
power frequency (MPF) of signals in the muscle and nervous
system changes [12]. This means that EMG signals are reduced
as long as they are used as the PSD, MNF, and MNP index on
the FD SoC. Scientists have modified mean frequency
(MMNF) and modified median frequency (MMDF) to monitor
muscle fatigue. They used robust properties of MNF, average
frequency (median frequency - MDF), bandwidth (BW), and
normalized spectral moments (Normalized spectral moments -
NSM) [11].

The third type of SEMG signal characteristic is the
characteristics of the signal in the time-frequency field. It
should be noted that the Muhim factors in the classification of
EMG signal should be high in this accuracy and that the
calculations should not be complicated.

D. Classification

There are several artificial intelligence (Al) algorithms
based mostly on neural networks to process and differentiate
EMG signals (TABLE 4). Below is an analysis of the neural
networks used in classifying the EMG signal. In the use of
artificial neural networks in the classification of hand
movements based on EMG signal, 95% accuracy was achieved
when using the AR (autoregressive coefficient) coefficient
vector of the signal [13,14,15], but to improve this network, the
neural network requires multilayer [16]. This leads to an
increase in time consumption in the calculation of signal
characteristics and decision-making [17]. The system of
computer mouse movement was created through familiar hand
movements, and BPNN - (Backpropagation Neural Network)
was used in this issue [18]. The mouse cursor worked with
70% accuracy. In such a neural network, hand movements will
be limited and you will not be able to use the network in the
long term. As an incoming parameter in this neural network,
mainly RMS parameters of the signal are used [19]. The Log-
Linearized Gaussian Mixture Network (LLGMN) network was



used to recognize both EMG signals. Compared to other neural
networks, high indicators of discrimination can be achieved,
but the accuracy indicator is lower [20]. Not only EMG alarms
in space fields can be used in familiar processes but also in

such a process, more and more Hidden Markov models
(HMM) are used. This network avoids incorrect classification

TABLE IV. COMPARATIVE ANALYSIS OF CLASSIFIERS USED IN EMG SIGNAL CLASSIFICATION.
Classifier Accuracy EMG signal parameters Positive aspects Negative aspects
Autoregressive coefficient A more r_obust classifier is n_eeded for the _dis_abled.
95% (AR) - Further improvements require more sophisticated
ANN neural networks and better training methods.
[13, 14, 15, 16] 98% Both the time and MLP-based model RBF Compared The computation time was doubled, Features are
frequency domains. to LVVQ, it gave a better result difficult to differentiate and identify.
78% 4-level AR - There were problems with classification.
BPNN 70% ) A new type of EMG-controlled Not suitable for Iong-term_ use_Movement is limited
[17, 18, 19] _ mouse has been developed. to four dlrect!on_s
T 97% RMS values of the signal - Hand movements are limited to 3-6.
LLGMN 86% ) Higher rates of discrimination can }
[20, 22] be achieved.
Recurrent LLGMN 92% Time domain parameters The existing errors In recognition Integration into the device is complex and difficult
[23] have been significantly improved.
PNN . L Out of memory for hardware language. Processin
23] 97,9 - FPGA integration is easy sp(?(/ed needs to be impgrov?ad. 4
FMMNN 97% Difference Absolute Mean It was possible to classify six wrist Using more channels when receiving a signal
[24] Value (DAMV) features movements well
RBFNN network,
RBFNN interpolation/extrapolation is Some parameterization errors were found due to the
[25] ) ) performed for real-time stochastic nature of the EMG signals.
recognition of hand movements.
HMM 95% ) Averaging signal parameters The adaptation and calibration phase require certain
[21, 22] increases efficiency. adjustments in the model
. . Using an accelerometer together Even the slightest wrong movement can lead to
BayesnagsNetwork 94% fBOth the t(|jme a_nd wit?\ EMG signal recognigtion negative resu?ts in EMG gignal classification, so a
[26] requency domains. increases the accuracy by 5-10%. special environment is needed for signal acquisition.
Very short reaction time (223ms).
RF [27] 99% Time domain features The process of integration into the -
device is easy.

[21], which takes the name of more difficult-to-do accounts
than the MLP method.

Because this requires a phase of flexibility and calibration
in the implementation of the process, it requires the
implementation of certain corrections in the model [22]. Based
on LLGMN, the process of integration with the device in the
recognition of a Probabilistic Neural Network (PNN) based
EMG signal is improved. However, they experienced a lack of
memory for hardware language manners [23]. Here the
processing speed is low. EMG uses stochastic parameters of
the signal to recognize the signal. Therefore, the use of the
Fuzzy Mean Max Neural Network (FMMNN) network makes
it possible to increase accuracy, but increasing accuracy
requires the selection of the stochastic parameters of the signal
with extreme accuracy [24]. In real-time EMG signal
recognition, both interpolation/extrapolation methods are used.
In this process, the Radial Basis Function Artificial Neural
Network (RBFNN) network is often used. However, increasing
the familiar accuracy requires an increase in the quantification
of the signal and the implementation of the Halda using more
sensors [25]. This leads to the fact that as a result of the
increase in signal data, the training time of the network
increases. Based on the Bayes Network method, it is possible
to achieve an accuracy of up to 94% in the signal recognition
process, however, a little incorrect behavior can lead to
negative results in the signal classification of both EMG, to
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To avoid this, a separate correspondent will be needed
when receiving the signal [26].

In recent scientific studies in this field, the use of neural
networks in EMG signal classification has been reduced for
some time. The main reason for this is that the EMG signal is a
low-frequency and amplitude signal, and the signal values
obtained as a result of each motion of the hand are very close
to each other. Therefore, in the classification of such value
signals, the use of machine learning (ML) algorithms will be
sufficient. Since the delay time in myocontrol systems is one of
the most important factors, our classification algorithm should
be fast. Such a feature is found in Random Forest method (RF)
algorithms [27, 28].

When classifying an EMG signal, it will be necessary to
pay great attention to the following factors:

«Correct selection of window size and character phase
when EMG signal analysis.

«Selection of classification algorithms that are quick and
accurate is great.

*Due to the following advantages of RF algorithms, they
are being used in the classification of EMG signals and
myocontrol systems.

*High training speed compared with neural networks, as
well as low training parameters, high integration with the
device in the myocontrol systems, and flexibility.

Superiority of visual recognition. It is easy to classify the
previously obtained characters (such as in time or frequency
fields) by the classification algorithms of RF.



*Ability to easily classify large amounts of signal values
through existing, accurate previously issued signal markers.

I11. CONCLUSION

From the views given in this analytical article, one can
draw the following conclusion.

Since the EMG signal is a stochastic signal, when recording
the signal, it is necessary to carry out processes such as a
special environment, the correct location of the electrodes (in
the innervation zone), determining which movements the
muscles respond to, and the correct selection of signal
parameters based on signal engineering.

In addition, the use of the RF method is effective in
classifying the EMG signal and integrating the results into the
device. This method is preferred over other methods in terms
of reducing reaction time, high accuracy, providing a large
number of classification operations, and supporting a small
number of channels.
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Abstract— In this article presented a new method for
determining the active potential of an electromyography signal
and compared it with other existing algorithms. The method
considered the standard deviation of the electromyography
signal. In the future, the creation of Human-Machine Systems
provides speed and accuracy with the help of this method.

Keywords— electromyography, bio signals, active limit,
frequency, standard deviation, mean error.

I. INTRODUCTION

Currently, a huge number of studies and results have been
obtained in areas such as processing biosignals [1][2][3],
classification, early detection of diseases in the world with
artificial intelligence [4][5][6], the creation of human-machine
systems [7].

We comprehend the signals that propagate from the human
body by biosignal. They can be a description of natural
physiological phenomena that occur in the human body.
Biosignals are the main object of Biosystems.

Nowadays, there are many types of biosignals as electrical,
magnetic, optical, and chemical, thermo, mechanical [8][9].
These, in turn, divided into such types as endocrine, nervous,
cardiovascular, visual, auditory, muscular, respiratory,
gastrointestinal system signals according to the system of
origin.

Biosignals are much weaker and have very small values
like them, with very small values of frequency and amplitude
[10]. When it comes to work on human health rehabilitation of
patients depending on the physiological data of the patient
[10], issues of diagnosis for him also attract attention in the
world [11]. For example, we can cite scientific research that is
being done on patient health through potentials from human
muscles. A signal that measures the electrical potential of the
muscles and is the main criterion for movement is an
electromyography (EMG) signal. This signal is extremely
complex by nature and is distinguished from other signals by
its extreme sensitivity to the influence of the external
environment. Since it belongs to the category of weak-
frequency signals, its processing is a complex process [10].

EMG signal classification is currently being used in the
areas of motion recognition, muscle strength analysis,
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neuromuscular disease detection. The general procedure for
classifying an EMG signal is given below (figure 1):

Data collection: signal recording, collection.

Pre-processing of data: initial processing of collected
signal data

Parameter extraction: appropriate parameters are obtained
to help to class the data [12].

Parameter selection and reduction: select parameters the
main objective in this and to calculate them to reduce the time,
reducing the amount of information necessary for grading. The
choice of appropriate parameters is a very important stage,
since functions should provide a high differentiation between
categories [13][14][15][16].

Classification model selection: it is necessary to choose the
appropriate classification model based on the data. Classifier
efficiency may also depends on the type of used.functions
[17][18].

Classifier training and testing: the supervisory training is
carried out on the Mal using the training sample. At the same
time, classification models are tied to a specific training
sample, providing a high result in the training of new data.

. Pre-processing of Parameter
prizEslaien | o data extraction
|
Para.meter Classification Classifier training
selectionand - .
. model selection and testing
reduction

Fig. 1. EMG signal classification steps

Il. MATERIALS AND METHODS

The EMG signal parameters given above are widely used in
biomechanics, rehabilitation, clinical diagnostics and other
areas of research based on the methods of Character
Engineering. Calculation of the given parameters is considered
important to distinguish from the signal area at the time of
muscle contraction. Therefore, it is necessary to determine the
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activation part of the signal in the process of classifying the
EMG signal. One way to determine the active muscle limit is
through visual inspection. Visual inspection can be accurate
but complex, while in Real time several algorithms have been
developed that detect automatic active potentials because of the
low efficiency of this method.

There are algorithms that automatically detect the active
potential part of the EMG signal and a comparative analysis of
the proposed algorithm in below.

Determination of muscle activity. Research has been done
to determine the starting point of muscle activation in the EMG
signal. Basically, visual inspection of the signal is carried out
using special algorithms. Visual detection cannot be used in
real time. Several algorithms that determine the beginning and
end of the muscle active potential have been cited [19].

The single limit algorithm. The onset of muscle activation
is estimated as a point where the amplitude of the rectified
EMG signal exceeds the predetermined threshold. However,
the fact that the operation of this method depends on the choice
of the boundary creates a tendency to miscalculate.

The two-limit algorithm is an improved representation of
the above method by limiting signals with sensitivity. The
onset of muscle activation is determined only when a
predetermined number exceeds the second limit through
sequential experiments.

The character transformation algorithm is reducing the
values of a signal by processing it as modular or square values,
analyzes important data on how it makes signal records
towards the X-axis.

Algorithm 1: Character transformation algorithm.

Step 1. Window sizes are
electromyography signal into pieces.

inserted to process the

Step 2. A threshold of 0.01 is placed on the signal, and at
this threshold the signal is passed through the window.

Step 3. The maximum length of the incoming signal is
calculated, and the signal passing through the window is
multiplied by 1.5, the modulus of the maximum signal value in
the range is determined.

Step 4. The maximum values of the signal are determined
by dividing each window into pieces with a ratio such as 2, 4,
6.

Step 5. If the maximum value k is less than the limit the
cycle will continue, if the signal value is greater than the
specified limit, that point will be the active part of the signal.

A change in sign occurs when the muscle is active. When
the muscle is active, it is observed that the voltage values are
quite different. The initial signal values determine the location
of the change, and this point is considered to be the muscle
active point (algorithm 1).

The Komi algorithm is a popular algorithm that can
determine the beginning limit of the activity of an EMG signal.
Determining the limits of the onset of muscle activity is an
important element in the biomechanical analysis of human
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movement. It was proposed by scientists Komi and Kavanagh
in 1979. In the algorithm, the limit value was taken to be 30
MV, since the studies gave it that the voltage produced by the
human muscles was considered the lowest limit of diapason
[20]. It is calculated as follows.

Algorithm 2: Komi algorithm.

Step 1. A threshold of Onset = 0.03 is placed on the signal,
and at this threshold the signal is passed through the window.

Step 2. The Signal length is calculated and the set point is
compared with the set limit.

The Teager-Kaiser energy operator (TKEO) algorithm —
this algorithm mainly performs calculations along signal
wavelengths and is distinguished from others by its extreme
sensitivity. It is found as follows:

Ulil=w(x)= Xi2 _(Xi+l ) Xi—l)

ulil=

here, x; - the i-th value of the EMG signal.

E[i], if i=0 or i=N-1
E[i]z—(E[i+1]*E[i—l]), otherwise

The proposed algorithm.

Step 1. Window size k, mean of EMG signal values — p,
standard deviation of EMG values — a, h - values such as the
variable setting the threshold level are entered.

Step 2. The limit value threshold=u+ha is entered and the
signal length M is calculated.

Step 3. Signal values equal to M in length are adjusted, that
is, those with negative values are discarded.

Step 4. The adjusted signal is the S dispersion between
value 1 and window size.

Step 5. The value of the Signal dispersion is 1<S<the offset
interval in which the cycle is executed.

Step 6. When the Signal dispersion is less than the S*k
value, the sum of the window size with the onset value goes
through the cycle.

Step 7. If k exceeds the limit that point marks the beginning
of the area of the signal active potential.

The standard deviation of the signal is found as follow:

o= %g(xi—i)

here N - is the number of signal values, x; - signal value, x-
signal average. The total length of the EMG signal is
calculated, and the values are adjusted to the absolute value. Is
the dispersion of the corrected signal by window size.

It is important to carry out a comparative analysis of these
algorithms. Because determining the exact starting point of the
active potential and extracting parameters from exactly that



point of the EMG signal has a positive effect on speediness on
the one hand and accuracy on the other when classifying.

Amplitude (V)

Fig. 2. Comparative graph of results for determining the active limit of the
EMG signal

TABLE |
COMPARATIVE ANALYSIS OF ALGORITHMS FOR DETERMINING THE ACTIVE
LIMIT OF THE EMG SIGNAL THROUGH VARIOUS ALGORITHMS

- Average Average Cgrrent
Algorithms o signal
error deviation order

Single limit algorithm 3,1% 32.2 98
Two-limit algorithm 2,56 % 22.6 156
Proposed algorithm 1,54 % 18.9 352
Character transformation
algorithm 2,48 % 25.8 718
Komi algorithm 2,95 % 32.8 956
Teager-Kaiser energy
operator (TKEO) 2,02 % 275 402
algorithm

Table 1. presents the results of these algorithms for
determining the active moments of the EMG signal. Analysis
shows that the largest mean error was observed in the single
threshold (Single threshold) algorithm (Table 1). In the
proposed algorithm, the average error was 1.54%, and the
average deviation value was 18.9.

I1l. CONCLUSION

Regarding the studies carried out in this article, we can
conclude as:

A new method has been developed to determine the real-
time active potential limit of the EMG signal. In the proposed
method, the average error was 1.54% and the average deviation
value was 18.9. It outperforms other algorithms that determine
the active potential by its accuracy, agility, and ease of
computation. Since EMG is the most basic mezzanine speed in
signal-driven systems or devices, this method is important in
future research.
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Abstract—A live unintrusive attention gauging system
using IoT technology is projected in this paper. This
structure is carrying through the Blink Sensor which
was attached with Arduino Board to classify the state of
attention. The classification of a attention state done in
three categories are like, Active, Inert and Depart. A
blink detection model on eyes is proposed. Assertive and
submissive attention gauging experiment is carryout
amid a 59 Minutes record streaming lesson as the E-
Learning platform material. The results of the
experiment are clearly differentiating the attention states
of the student join in E-Learning platform.

Keywords- E-Learning, Blink

Detection, Attention State

Attention Gauging,

L

The student is attentive when his/her mind is not distracted
from the topic which was taught in the class, the same
constant attention state will be managed by the educator. In
order to maintain the maximum interest and participation of
the student the educator plays an important role and adopts
topic accordingly, almost every educator goes through the
different attention strategies like Breaks Tasks into pieces,
Rate Tasks, Play Memory Games, Adjust Time Frames,
Remove Visual Distractions, Include Physical Activity and
Attention Breaks etc. But all we discussing are possible in
traditional classroom where educator and student learning
process is indulged.

INTRODUCTION

As we know that now the online education market is
boomed with the concept of E-learning platforms where
Traditional classroom is shifted to video conferencing
without any barrier of specific subject, location, strength
infrastructure and time, but gives more flexibility of
choosing in terms of time schedule and interested subject.
[1]7 All forms of electronic supported learning and training
are included in eLearning. In essence, e learning is a means
to transfer skills and knowledge through the use of
computers and networks. In the eLearning format, media
such as text, images, animation streaming videos and audio
may be self paced or instructor led.[2] Proposes two models
for how students' attention is to be treated in the current
eLearning environment, so as to deliver personalized
content and improve their learning experience.

Hyderabad, India
awahid@manuu.edu.in
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IL.

[3] The growth of the most recent intelligent machines,
which are not alone in being able to process vast amounts of
data and therefore must also be self learning and upgrading,
is extremely important. In education, much of the world sees
Artificial Intelligence as a global competition to develop
new and more modern learning platforms and tools quickly.
In addition to improving the quality of school, many
countries are now providing their young people with an
essential understanding of artificial intelligence.[4] A smart
drowsiness monitoring system has been put in place. The
drowsiness detection generally limits the only detection, the
after-effect is never implemented. This system is trying to
overcome this limitation. [5] We have identified two main
categories of driver inattention, distraction and fatigue, each
of which has several subcategories, based on a review of
literature. In summary, distraction means that drivers are
able to pay attention, but their attention is diverted from the
primary driving task to some secondary task, or attracted by
an attractive object or event.[6] When users view a video,
we analyze how they respond to blinking, saccades, head
movements and facial expressions. In order to estimate
user's interests on the basis of observing behavior, an
attention and emotion model shall be developed. The
proposed system consists of a video summary with
accompanying music, in which video footage changes as a
result of significant music beats, in order to enhance the
browsing experience of video summaries. A good
performance has been achieved in comparison to the manual
editing and content based summarization methods, which
show that the resulting summaries are well aligned with user
interests.[6] helps students to evaluate the content of the
ELearning course and to alert them to inattentiveness during
the ELearning course.[1] The IWT eLearning platform will
carry out actions designed to improve education for students
in response to the level of attention estimated by WiSe.[3]
Education, whether it's globalization, internationalization or
an enlightened management itself, is the most important
thing that needs to be changed by today's world witnesses.
The habitual learning which includes teachers, students in a
stagnant classroom with a unidirectional way of teaching,
reading stagnant text materials, and writing exam
assessment to assess the learning skill of all students are
being craggy. Fashionable learning directions flock to
interactive, personalized learning, student-focused models
that assist a single or group of students with improved
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intellectual capacity, more rapidly interaction, enhanced
engagement, a more extensive coverage of educational
outcomes.

III. PROPOSED METHOD

Figure 1 shows a flow chart for the proposed measure of
attention..The proposed method gauge the attentiveness of
the students while using of the E-learning Platforms. The
said model is comprised of a Blink sensor, is used to study
the student various states or positions of Eye, Duration of
predicting the Eye and Eye shutting frequency, moreover
the Blink sensor receives and transmits the signals
accordingly whenever the eye is open and shut. The
Microcontroller is used to receive the output signals
generated from the Blink sensor, when the eye is shut the
sensor will activate automatically and generate the output
signals. The Buzzer is used to alarm the student to get
retentive on E-learning while receiving the output signals at
microcontroller. The Cloud is used to store the live stream
information receiving from the microcontroller which will
be monitored by the educators remotely for further process.
The AdaFruit cloud is used in the proposed model and the
NodeMCU, integrated with microcontroller is used for
computing the processing signals, the threshold frequency is
assumed as per the individual student to get the accurate
results, if the threshold frequency is achieved the signals
data will be sending on AdaFruit cloud. Actually the signals
are achieved from the ratio of eye which was compared with
the threshold value as fixed for detecting the attentiveness,
in which if the ratio is found to be more than with fixed
threshold value then consider as student eye is opened and
focused resulted in Active state. If the ratio is found less
than fixed threshold value then student said to be in sleepy
mode or in attentive mode resulted as Depart state. If the
ratio is continuously hitting the threshold value and
fluctuating then it results to Inert state.

User/Student [ Microcontroller [ Cloud |
BlinkSensor |, "I
Activated Edeamning Platform

[}

Fig 1: Gauging the attention

Data store in cloud
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IV.  COMPONENT DESCRIPTION

The proposed method
components:

is comprises of following

(a) NodeMCU Microcontroller:[7] NodeMCU is a similar
microcontroller, which can be connected to the Internet for
internet of Things (IoT). NodeMCU is an open source
development board of the ESP8266 microcontroller
incorporating a wireless transceiver. The NodeMCU

hardware and software environment is a complete system
for the Internet of Things.

Fig 2: NodeMCU

(b) Buzzer: This is a double leg device, and the longer one's
positive. If voltage is supplied it generates beep sound. The
volume of beep can be controlled via an analogue write.
Once the buzzer has been switched on with different time
intervals, it generates a melody. This Instructable for
NodeMCU is available in the Arduino IDE.

Fig 3: Buzzer

(c) Eye Blink Sensor with Glasses:[8] An IR blink sensor
with output of 0VngLogic '0' when the eye is open and
+5VngLogic '1" if it closes will be used here.

Fig 4: Blink Sensor with Glasses



(d) Connection Setup: The blink sensor, buzzer and
NodeMCU is connected through the connecting wires using
breadboard to perform the initial experiment.

Fig 5: Connection of All Components.

(e) Installation of Arduino Studio: [3] Instructions for
installing the Arduino SoftwareIDE on Windows are given
in this document.

=

& Arduine Setup: Installation Options

Select components to install:

Check the components you want to install and uncheck the components
you don't want to install. Click Next to continue.

Install Arduino software
Install LUSB driver

Create Start Menu shortcut
Create Desktop shortout
Assodiate .ino files

Space required: 392, 7MB

Cancel | Mullsaft Install System w246 < Back | Mext =

Fig 6: Choose the components to install

&9 Arduino Setup: Installation Folder x
Setup will install Arduine in the following folder. To installin a different

3 folder, dick Browse and select another folder. Click Install to start the
installation.

Browse... ‘

"Dasunahon Folder

Space required: 392, 7MB
Space available: 24.6G8

Cancel Mullsoft Install System v2.46 < Back |

Fig 7: Choose the installation directory.

@ Arduine Setup: Installing

Extrack: c++.exe
.:: |

Hhon Gl

Zancel Mullsoft Install System w246 < Back | lose

Fig 8: Installation in progress.
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(f) Signup and Login in AdaFruit Cloud: [9] Explain how
to signup and login in AdaFruit IO.

V. EXPERIMENTAL RESULTS

Now, after having the physical setup will perform some of
the sophisticated steps to acquire the desire results.

1) User Interaction with E-Learning Platforms:The
user interact with any of the E-Learning Platform like
Youtube, NPTEL,Courseara,Swayaaam etc.

Fig 9: User Interaction

2) Starting the Setup: Providing the power to the
Ardunio board and connected components.

Fig 10: Starting the Setup

3) Collecting the Signals: Input signals will be
collecting from the blink sensor through Ardinuo
NodeMCU board to the Serial Monitor and AdaFruit Cloud.

A. Active Mode:
If the user is active and concentrating on the E-learning
platform then signals will receive as Active.



Fig 13: User Blinks

o) CoMé

Shetive

Dropped a packet
5

0

Shetive

5

0

Shctive

Dropped a packet
5

SInert

2

bo) CoMd 1

Fig 11: Showing when user is active.

: Fig 14: Serial Monitor showing Inert

Shctive

Dropped a packet
5

J i evice Fee Actions
Shctive
5

0
Shctive

Inert

Dropped a packet
5
0

Fig 11: Serial Monitor Output when Active

B s vu o
€20

=5 Fig 14: AdaFruit Resulting Inert

*adn?ruk

summ1/ Dasl

C. Depart Mode:

If the user is inactive and not concentrating on the E-
ACTIVE t learning platform till the threshold reaches then signals

will receive as Depart.

Fig 12: AdaFruit Cloud Output

B. Inert Mode:

If the user is inactive and not concentrating on the E-

learning platform then signals will receive as Inert.
| — | "

» -

Fig 15: User crossed fixed Threshold Value
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ii.

iii.

1v.

@ coms
|

SInert

2

1

Dropped a packet
H

SInert

2

1

Depart

5

SInert

2

1

Depart

Dropped a packet

Fig 16: Serial Monitor resulting Depart

*ﬁialmk

summ1/ Dashbc

- ¢ G e

Fig 17: AdaFruit resulting Depart

4) Logical Code :
Connecting AdaFruit 10:
Adafruit MQTT Client mqtt (&client, AIO_SERVER,
AIO_SERVERPORT, AIO_USERNAME, AIO KEY)
Adafruit MQTT_Publish Eyel
Adafruit MQTT_Publish(&mqtt, AIO USERNAME
"/feeds/Eyel™);
Resulting Active:
if(Read(X))
{
Serial.println(X);
Serial.println("SActive");
//Publish to Adafruit
Eyel.publish("ACTIVE");}

if(X>1)

{
Serial.println(F("SInert"));
Eyel.publish("Inert");}

if(startTime != 0 && millis() - startTime >= 6000)
{

Serial.println("Depart");

Eyel.publish("Depart");

}

VI. CONCLUSION
The Research provides an automatic method to gauge the
attentiveness of the student remotely on an E-learning
Platform. The proposed system main components are Blink
sensor and Ardunio NodeMCU Microcontroller.
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Abstract— Optical sensor based on the coupled cavity is an
interesting topic because these types of sensors have higher
sensitivity in comparison to other types of sensors. In this paper,
a novel refractive sensor based on a coupled cavity by using T-
stub and grating transmission line is suggested. The T-stub
interaction with the cavity and coupled line makes two
capacitances and the Fano-shape of the transmission appeared.
The grating as a slow light structure enhanced the transmission
and Q-factor of the proposed coupled waveguide sensor by
controlling the phase in the transmission line. The proposed
sensor is modified to have dual-band characteristics as a Fano
form at 231 and 185 THz respectively and for this aim the T-
Stub and the grating structure play the main role. This sensor is
used to check the materials with refractive index in the range of
1 to 1.5 and the maximum sensitivity is obtained 1637 nm/RIU.
The full wave method of the Finite Integrated Technique as a
time domain method is utilized for analyzing this sensor.

Keywords—  coupled
waveguide;Fano shape;

cavity;  optical sensor;  Optical

I. INTRODUCTION

The plasmonic characteristic is known as a special
behavior of metals in the optical domain [1] and it has been
used to develop new optical and subwavelength devices in the
nanoscale such as the coupled waveguide [2], absorber, and
optical switch [3], nanoantenna [4] and optical gate [5] and
these devices have been exerted as an optical sensor [6] for
detecting unknown material in the optical spectrum based on
the refractive index of materials and the determining the red-
shift [7] to calculate the sensitivity [8].

The metal-isolator-metal (MIM) [9] and metal-dielectric-
metal (MDM) [10] structures have been utilized enormously
in the optical spectrum like the transmission line [11] because
the energy can be concentrated between two metal layers and
this behavior has been remarked for electric field
enhancement to increase absorption in optical absorber [12] or
improve the sensitivity in the optical sensors [13].

XXX-X-XXXX-XXXX-X/XX/SXX.00 ©20XX IEEE

Adnan M. Taha
Department of Radio Electronics and
Telecommunications
Ural Federal University
Ekaterinburg, Russia
University of Diyala
Baqubah, Iraq
adnanalmamory@gmail.com

55

Abdullah Haidari
Department of Computational
Mathematics and Computer Science,
Ural federal University,
Yekaterinburg, Russia,

N.N. Krasovskii Institute of
Mathematics and Mechanics of the
Ural Branch of the Russian Academy of
Sciences (IMM UB RAS),
Yekaterinburg, Russia.
Abhamid0098@gmail.com

Recently, the MIM-coupled waveguide has been used in
various forms as an optical sensor. The basic models have a
simple form with a single stub [14-15], multiple stubs for Fano
response [16], and the grating structures as a multi-band filter
[17]. For obtaining a sharp Fano response more complicated
models have been suggested including a metal-insulator-metal
waveguide coupled with a disk and a ring cavity [18], stub and
groove resonator coupled [19], multiple-ring shaped [20], the
circular cavity optimized by a metallic nanodisk [21], dual T-
Shaped cavities side-coupled waveguide [22]. Moreover, the
filled cavities with other materials such as DNA [23] and Kerr
[24] as reconfigurable structures or filled with silicon for
increasing coupling have been presented [25].

In this paper, a MIM cavity coupled waveguide is
presented as an optical sensor and T-stub and grating
transmission line are used to make dual-band (Fano response)
characteristics. The grating works as a slow light structure and
controls field distribution and amends the response of the
coupling waveguide. This structure is used as an optical sensor
and in section Il, the background theories about coupled
transmission lines and design process are presented and the
fabrication process theoretically is discussed. In this section
details on the simulation method and boundary condition are
given. Section Ill contains the simulation results and
discussions, in this section; the sensing quality of this optical
waveguide is examined. The sensitivity of the proposed sensor
was calculated and compared with previous structures.

The coupled-cavity structures have been studied with
various types of stubs to have Fano response based on surface
Plasmon Polaritons (SPPs) that are excited in the interface of
the waveguide and the air as dielectric [31]. The effective
refractive index (n ) can be described for the SPP mode by

Eq. 1:

BACKGROUND THEORY AND DESIGN PROCESS



Ng =p1k, =¢,8,1 (s, Jrgin)2

Q)

Here, the $ is the propagation constant, and metal and
and ¢

in 1

insulator permittivities are denoted by ¢,

respectively. Typically, the €in for the cavity structure is “1”
as the air is filled the gaps of the cavity and k, is the free

space wavenumber. The dispersion relation of the coupled
cavity can be obtained by Eq. 2 [32] :

tanh (ko EJ =
2

The km and kO can be obtained by the k> = > —kZe,,

and k? = ° —kZe,, .The Transmission lines as stubs play an
important role in this type of cavity to provide multi-band and
Fano response [2]. The microwave transmission line
principles have been considered for developing the coupled
cavity waveguide based on the stub techniques. The Z,,,, has

k&g 2)

I(0 gm

described the impedance of the basic transmission line and it
can be obtained by dividing the electrical in the Y-direction
with the magnetic field in the Z-direction as described by Eq.3
the design parameters are: S(h) as SPP propagation constant,

the n as wave impedance in a vacuum, ¢ as relative

permittivity of the dielectric, and k = 27/ 4 [2] and the h is
the height of the transmission line.

E, _p(hhy
H ke,

z

ZMIM (h) = (3)

The Z, is the impedance of the stubs line as presented by
Eq.4.

4

As mentioned above, the MIM waveguide is the same as a
microwave transmission line. For the matching circuit, the
stub techniques have been suggested and I';, can obtain by

Eq.5 while the Z, is the required impedance.

®)

Therefore we can replace the stub line Z,, and we can
obtain it by Eq.6 while the Z; Z, is achieved from Eq.5 and

Eq.6. Finally, based on the transfer matrix [2], it is possible to
define the equivalent circuit.

Z, —iZg tan(pl)

Z =
TS 7o~z tan(Al)

(6)
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Plus the phase shift can be calculated by Eq. 3 where the
Kep (Kgp (@) =270 /4, ) is the wavenumber of SPP waves

and the effective length of the cavity is 1, [33].

Ap =Ky %l =2mz @)

The proposed coupled waveguide is presented in Fig.1.
The structure contains two main materials of silver Plasmonic
material, which is a kind of Nobel metal, and the glass-soda
which is transparent material in this wavelength (Fig.1 (b)),
photolithography technique can be used for fabrication of this
structure. The Palik model is used for the simulation of the
silver. The CST microwave studio as commercial full-wave
software is used for simulation of the proposed structure and
the time domain method of finite integrated technique is
applied. The structure contains two main elements for making
Fano response. The main element is an H-shape that is placed
in the rectangular cavity and this element has two main
capacitances as the electric field distribution reveals and these
capacitances are making a Fano response of transmission. The
second main element is the grating that is added for enhancing
the transmission. The grating structure is known at slow light
which can impact the phase and group delay and therefore in
the waveguide it influences the B. This behavior causes energy
to be compressed in the gaps and therefore improves the
transmission as our simulation results prove. All dimension

of the prototyped sensorare L, = 1300nm, W, = 720 nm,
W, = 700 nm W, = 540 nm L. =320nm

g 1 s 1 S

L =125nm, W, = 80nm,t =8 nm,p = 80 nm.

pw.

=

@

[ Silver
I Glass

N

feed 2

feed 1

(b)

Fig. 1. The geometry of the proposed waveguide (b) The 3D view of the
proposed sensor over the transparent substrate and feeding with lasers
as feed 1 and feed 2



I1l. SIMULATION RESULTS AND DISCUSSIONS

The transmission and reflection of the suggested cavity
waveguide are presented in Fig.2. The main element in this
cavity is the H-shape element that makes a Fano response as
shown in Fig.2 (a), but this response is not too sharp to have
higher sensitivity. The sensitivity is a factor based on the
dividing of wavelength varying to the refractive index
variation. Here the AL is the wavelength change for two
different materials under test with the refractive index of n,

and n, and An is the difference between the refractive index

of these two materials. Thus the sensitivity can be shown by
Eq.4:

CAA

§==
An

(8)

Thus a grating structure is added to this waveguide as
shown in Fig.1 in front of the H-shape element. As shown in
Fig.2 (b), the transmission becomes sharp and the value of
transmission is reduced which can improve the sensitivity.
The basic structure has two resonances at 1360 and 1616 nm
with transmission of 0.098 (-20.3 dB) and 0.0338 (-29.4 dB)
While for the final structure, the resonances occurred at 1293
and 1632 nm with value of 0.1 (-20 dB) and 0.043 (-27.2 dB).
The Q- factor for the resonances can be obtained by
Q- factor = f;/BW,,, and for the basic device, this factor

for the first and second resonances are 37.1 and 30.12. By
adding the grating to the proposed device, the Q-factor
reached 35.6. So, the slow light structure enhanced the Q-
factor of the sensor at the second resonance while a reduction
in the Q-factor of the first resonance can be seen.
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Fig. 2. The transmission and reflection of the proposed sensor in the design
process (a) For the cavity without grating (b) Adding grating to the
transmission line
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Therefore, as the phase is changed by adding the grating,
the group velocity will be changed or in other words, the B will
be changed too. It means that based on Eq.4, the Z will have

a new value and this behavior provide more matching for the
proposed waveguide. The phase response for the proposed
sensor with and without grating is presented in Fig.3. The
grating influences the phase of the transmission and reduces it
between 40° to 120° and in the first resonance, this phase
variation is more and made more matching in the proposed
Sensor.

180.0
150.0 ——— Without Grating
120.0 | | | |

— == With Grating

920.0
80.0
20.0

0.0

Phase(degree)

-30.0
-60.0
-90.0
-120.0
-150.0

-180.0

wavelength (nm)

Fig. 3. The phase of transmission for the proposed waveguide with and
without grating

The electric field distributions for both resonances are
presented in Fig. 4. The electric field distribution proves that
the structure has two main capacitances which make the
resonances. For the first resonance at 180 THz (1600 nm) as
shown in Fig.4 (b), the gaps between stub and grating make
the capacitance and the electric field distributed with bright
mode and value 6.86e+08 V/m. The second resonance occurs
at 230 THz (1300 nm) and the capacitance has appeared

between the stub and the cavity wall with dark mode. The
electric field for this resonance is more than the first resonance
and it is around 1.86e+09 V/m.
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Fig. 4. The electric field distribution for the proposed sensor (a) The first
resonance at 183 THz (1632 nm) (b) The second resonance at 231.5
THz (1297 nm)

As mentioned the gaps are making two capacitances which
are important for analyzing the proposed sensor and for
realizing the role of these gaps the parametric study is
presented in Fig.5. The gaps between the stub and its walls at
the edge are checked as the first parameter in Fig.5 (a) is
presented. The gaps are checked for the t = 20 to 40 nm. The
results show that by increasing these gaps the resonances are
shifted to a lower wavelength or in other words it is shifted to
a higher frequency. Exactly, the capacitances are reduced by
increasing the gap sizes. In addition, the resonances neared to
each other, and also for the first resonance transmission value
is reduced to 0.1 and the matching is enhanced. The gaps
between the stub element and another line can be considered
as the second capacitance. This gap is studied as the second
parameter in the range of p = 30 nm to 50 nm. This parameter
doesn’t have any great impact on resonance wavelength but
the peak transmission is increased from 0.1 for 50 nm to 0.45
for 30 nm.
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Fig. 5. The parametric study of the gaps which make capacitances (a) for
the gaps of the stub with cavity walls that assigned with “t” for t =20
nm to 40 nm (a) for the gaps of the stub with the grating that assigned
with “p” for p =30 nm to 50 nm

The sensitivity for both resonances is calculated and
presented in Table.1. The sensitivity is obtained based on Eq.3
and the result which are presented in Fig.6 for both f1 and f2.
For the first resonance, the wavelength shift is the value of
127.8 to 638.2 and the sensitivity obtained value of 1276 to
1288 nm/RIU and for the second resonance, the wavelength
shift is between 163.7 to 806.3 and the sensitivity obtained
between 1608 to 1637 nm/RIU. So, the maximum sensitivity
of this sensor is 1637 nm/ RIU and it is for the second
resonance (f2).
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In Table .1, a comparison between this work and some
previous studies in this field is presented. The Type of
waveguide and technique of design is the main technical
design of optical waveguide and the sensitivity to factor for
determining the qualification of the sensor.

TABLE I. COMPARISON OF THIS WORK WITH PREVIOUS STRUCTURES
Technique of Sensitivity
Type Design
(nm/RIU)
Thiswork | Stub- Slow light 1637
grating
[2] Stub Dual stub 1791
[6] Cavity Coupled line 6400
[16] Stub Dual Stub 1100
[18] Cavity Coupled disk 1100
[19] Stub Dual stub 1260
[21] Stub Cavity -stub 1450

IV. CONCLUSION

In this paper, slow light as a grating is used with the
coupled cavity optical waveguide for enhancing the
transmission and consequently enhancing the sensitivity of the
sensor. As shown in this study, the grating can be used for
amending the Fano response by controlling the phase in the
transmission line. The main goal of this research is to show
the effect of slow wave structure on controlling the resonances
and capacitances in a transmission line to enhance the Q-
factor. The maximum sensitivity is obtained at 1637 nm/RIU.
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Abstract—In this article, the influence of channel cross-
section shape on the self-heating effect of gate-all-around
MOSFET has been studied. In this case, the cross-sectional area
shape of the channel is rectangular, and the ratio of channel
width to channel height Tsi/Wsi is changed, while the cross-
section area of the channel was kept unchanged. It is shown
decreasing the channel temperature with increasing the ratio
TsilWsi.

Keywords—Self-heating effects, gate-all-around MOSFET,
gate oxide, drift-diffusion model, thermal conductivity.

I. INTRODUCTION

For the past few decades, the semiconductor industry has
been driven by Moore’s law [1]. According to Moore’s law,
the number of transistors, particularly metal-oxide-
semiconductor field effect transistors (MOSFET), per chip
doubles approximately every two years. This scaling has been
dictated by the need for highly-integrated digital circuits to
decrease energy consumption. However, the scaling of the
device dimensions up to the nanometer scale induces several
issues. Among such issues, the impact of the local charges [2,
3, 4], even single charges [5], trapped in gate oxide or at an
oxide-semiconductor interface, can considerably change the
characteristics of the nanoscale FETs. Variability of the
MOSFET geometry also is an important issue that needs to
be investigated [6]. The downscaling of device dimensions is
achieved at the cost of degraded short channel effects (SCESs)
immunity [7-8], which restrains the goal of achieving high
performance with smaller power dissipation, especially in
Off-state.

Multigate MOS structures provide better control over the
channel, among which, Gate-All-Around (GAA) structures
are seen as the most competent ones [9 - 11]. They exhibit
superb electrostatic control over the channel, are less
influenced by short channel effects, and have superior
packing density with steep subthreshold characteristics [12-
13]. Silicon-nanowire gate-all-around MOSFETs (GAA
SNWFETSs) have been drawing intensive attention as the
MOSFET scaling to the end of the roadmap. Most previously
reported GAA SNWFETSs have been realized on silicon on an
insulator substrate due to their relatively easy realization.
Different impacts on the GAA SNWFETSs were investigated.
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Particularly the influence of the doping concentration,
nanowire width, and height on electrical and thermal
performances was considered [14,15]. Intensive research was
done to investigate the short-channel effects of GAA
SNWEFET [16, 17].

The transistor structure assumes complete surroundings
of the channel by an oxide layer, which has small thermal
conductivities. Therefore this circumstance can cause a self-
heating effect in the channel of the transistor. However,
practically there is no research considering the influence of
the self-heating effect on the GAA SNWFET, particularly to
the transistor with different channel shapes, while it is a very
important issue in nanoscale FETs.

In this connection in this work, the self-heating effect of
gate-all-around MOSFET with different channel shapes was
investigated.

Il. SIMULATION CONDITIONS AND TRANSISTOR
PARAMETERS

Three-dimensional simulations were carried out based on
the Advanced TCAD Sentaurus program package. Drift-
diffusion transport model in conjugation with the
thermodynamic transport model to account for thermic
effects was used in the simulation. In the mobility model, the
doping dependence of the mobility, and high field saturation
of the carrier velocity were taken into account. To account for
quantum effects it is used density gradient quantum
correction. 3D structure of the simulated gate-all-around
MOSFET is shown in Fig.1.

The gate length Lgae Of the simulated GAA MOSFETiIs
22 nm and the gate oxide thickness is 8.46 nm. The thickness
of the channel Ts; is 11.23 nm. Channel width Ws; is 11.3 nm.
The doping level of p-Si channel and the source/drain areas
was 1-10'° cm2and 5-10'° cm respectively The source/drain
area length is 30.8 nm. W is effective length of channel.
Wess is calculated from the following equation

Wesr =2(Tsi+Wsi)
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Fig.1. 3D structure of the simulated gate-all-around MOSFET

The parameters used in simulation in this work are listed
in Table-1.

TABLE-1. CONSTANT PARAMETER OF DEVICE

Areaof | material | Band gap | Length Width Thickness
device [eV] [nm] [nm] [nm]
Source Si 1.12 30.8 Wi Tsi
Channel Si 1.12 22 Wi Tsi
Drain Si 1.12 30.8 Wi Tsi
Gate HfO, 5.9 83.6 Wgi+16.92 | Tsi+16.92
oxide
Gate TiN 22 Wsi+20.92 | Tg+20.92

I11. SIMULATION RESULTS AND DISCUSSION

In this work we considered the ratio Tsi/Ws; as the main
parameter which reflects the channel shape of the transistor
and we studied transistor characteristics and parameters in
dependence on this ratio. In this study it is assumed, that
cross-section area of the channel is constant. The results of the
simulation of the I4-Vy dependence on Tsi/Wsi are shown in
Fig. 2. In the figure, it is seen that I, increase with increasing
the ratio Tsi/Wsi. The ratio lon/lofs Significantly depends on the
TsilWsi: lon/lor is 108 and 2.85-10° for Tsi/Wsi=3.85 and 1
respectively.
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Fig.2. l4-Vg dependence on Tsi/Wsi

Increasing the lon is connected with increasing the area under
the gate at increasing the Tsi/Ws; . This mentioned above area
can be calculated by multiplying Wess and Lgae. In our case.
Wesr dependence on Tsi/Ws; ratio is shown in Fig.3. We can
see, because of Lgae is constant, the mentioned above area is
increased with increasing the ratio Tsi/Wsi.The effect of
TsilWsi ratio on the self-heating effect in the gate-all-around
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MOSFET was also studied in this work. The obtained results
are shown in Fig.4. The Figure shows that the lattice
temperature in the center of source area, channel, and drain
area of the gate-all-around MOSFET is decreased with
increasing the Ts; /Ws; ratio. This dependence can be
explained by the followings: the change of the shape of the
cross-sectional surface of the channel, particularly the
increasing of the ratio Tsi /Wsj, leads to an increase in the
perimeter under the gate and as a consequence to increasing
the area covered by oxide.
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Fig.4. Lattice temperature dependence on Tsi/Wsi.

This circumstance leads to increasing the heat dissipation rate
and decreasing the temperature.

While the drain current is increased with increasing
the ratio T/W (Fig.2), the temperature is decreased,
obviously, it is connected with a relatively higher heat
dissipation rate than the rate of heat generation

IV. CONCLUSION

Results of simulations shows, it is possible to increase the
lon/lofs ratio and reduce the temperature in the channel of the
GAA MOSFET without changing the channel cross-section
area by only changing the shape of the cross-section of the
channel.
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Abstract—The publication is devoted to a comparative
analysis of existing algorithms of cryptosystems of network
protection, where the AES cryptosystem is singled out as the
best according to estimates of cryptosystem parameters. A
comparative analysis was carried out according to the criteria
of cryptosystems. The AES cryptosystem has been studied in the
Cryptool 2 environment to determine the cryptographic
strength and reliability of its operation. An attack technique has
been developed to prove the reliability of the AES cryptosystem.
A method for investigating the operation of the AES encryption
algorithm using the OpenSSL 1.1.1 program has been
developed. In addition, programs have been developed in the
C++ and Python programming languages to measure the time
of operation of the AES cryptosystem.

Keywords—AES, Cryptool 2, RSA, C++, Python

I. INTRODUCTION

The publication is devoted to a comparative analysis of
existing algorithms of cryptosystems of network protection
and the choice of the best one according to their characteristics
for use in improving network security.

Due to the fact that the development of network
technologies is proceeding rapidly, information security
specialists should be engaged in finding solutions to protect
these technologies. In addition, the protection of data
transmitted over networks is also a very important factor.

The publication [1] describes the general concept of
network protection of information and that network protection
tools exist to protect the confidentiality, integrity and
availability of computer networks.

The publication [2] describes how network security and
network protection work. Access control helps to limit the
movement of intruders inside the network.

The publication [3] is devoted to network security
software, such as Firewall (firewall) or network segmentation
(that is, network segmentation).

The information in the publication [4] describes the work
with  cryptographic  algorithms,  cryptography  uses
mathematical methods and algorithms to transform messages
in such a way that it is difficult to decrypt them.
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The publication [5] is devoted to a security model based
on confidentiality, integrity and security. The model is the
basis of information security, and a recommendation is given
that every specialist should familiarize himself with this
model.

The publication [6] provides information about what
cryptographic algorithms in general are, which is necessary
for further work with the choice of a cryptographic algorithm.
It is noted that companies engaged in the creation of products
are developing cryptographic algorithms and protocols.

The publication [7] provides information about what
algorithms exist to ensure information security. According to
this publication, there are symmetric and asymmetric
cryptosystems.

The publication [8] is devoted to the five most used and
most frequently used network protection algorithms, such as
DES, TripleDES, RSA, AES and Blowfish, and also provides
brief information about what symmetric and asymmetric
algorithms are.

The publication [9] contains information about encryption
algorithms, their variations, as well as hash functions.

The publication [10] contains information about the
comparative analysis between asymmetric and symmetric
cryptosystems, as well as how they work.

The publication [11] contains information about which
network protection algorithms are used at the present stage,
what are their pros and cons.

The publication [12] provides information on the
dependence of the protection system against cyber threats and
unauthorized access, highlights the following factors: the
reliability of keys and the effectiveness of mechanisms,
protocols and procedures related to keys.

Based on the results of the analysis of the above works, it
can be assumed that the topic: "The choice of a cryptosystem
algorithm for network protection and its study" is relevant.



Il. ANALYSIS OF THE DIAGRAM OF SYMMETRIC AND
ASYMMETRIC ENCRYPTION ALGORITHMS AND SELECTION OF
THE CRITERION OF THE BEST CRYPTOSYSTEM ACCORDING TO
ESTIMATES

The analysis of the values of the criteria of cryptosystems
in Figure 1, based on a selection from various sources, shows
that the AES cryptosystem is the best according to the criteria,
therefore its study is considered in Cryptool 2.

i
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Fig.1. A visual demonstration of the evaluation of cryptosystem criteria

The network was protected on the basis of the OpenSSL
program taken from the cryptographic library, which is open
source when implementing two protocols: Secure Sockets
Layer (SSL) and Transport Layer Security.

OpenSSL is used by almost all network servers to protect
the transmitted information. There is an SSL software API
(SSLEAY) that allows you to create secure sockets with
encryption of transmitted data in your own designs.

SSL uses algorithms to encrypt the transmitted data, which
prevents attackers from reading them when transmitting over
an encrypted connection. This data includes potentially
sensitive information such as names, addresses, credit card
numbers and other financial data.

The use of SSL ensures that data transmitted between
users and websites or between two systems cannot be read by
third parties or systems.

Using the OpenSSL 1.1.1t program, a comparative
analysis of the RSA and AES cryptosystems on cryptographic
strength was carried out.

I1l. EVALUATION OF AES CRYPTOGRAPHIC STRENGTH IN
COMPARISON WITH RSA BASED ON THE CRYPTOOL 2
PROGRAM

Cryptool is a free and open source software that is
designed to implement and analyze cryptographic algorithms.

Using Cryptool, you can create, analyze and test various
cryptographic protocols and algorithms, such as ciphers, hash
functions, authentications and electronic signatures.

Cryptool is available on various platforms, including
Windows, Linux and macOS, and can be used by students,
undergraduates, doctoral students and researchers in the field
of information security and cryptographic algorithm
development.

Figure 3 shows the implementation scheme of the AES
cipher using Cryptool 2. To check the security and resistance
of the algorithm to attacks, using Cryptool 2, you can attack
the AES algorithm.

One of the known attacks is an attack of a known plaintext
can be applied to the AES algorithm.
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A known plaintext attack is an attack on a cryptographic
algorithm in which an attacker gains access to encrypted
messages and the corresponding plaintext, i.e. the attacker
knows which message corresponds to a specific ciphertext.

Knowing the plaintext and its corresponding ciphertext, an
attacker can try to find the encryption key.

To do this, he can use various cryptanalysis methods to
extract information from pairs of plaintext and ciphertext and
sequentially iterate through the encryption key options until
he finds one that gives the ciphertext identical to the target.

To carry out this attack on the AES algorithm, it is
necessary to take the text encrypted using the AES algorithm,
after which, using the KeySearcher component, try to find the
encryption key with which this text was encrypted.
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Fig.2. Implementation of the AES encryption algorithm using Cryptool 2

According to the data obtained, shown in Figure 2, the
attack on the AES algorithm did not lead to any result. Relying
on the KeySearcher data, it can be concluded that the amount
of time required to decrypt a message encrypted using the
AES algorithm may take a lot of time. This indicates a very
high level of security and cryptographic strength of the
algorithm.

The AES algorithm has a high level of reliability in
comparison with such popular and used algorithms as RSA. If
the keys for encryption by the RSA algorithm were chosen
incorrectly, that is, without observing all security measures,
this algorithm is vulnerable to a common divisor attack.

A common divisor attack on RSA is a cryptanalytic attack
that is based on finding a common divisor of two large
numbers used in the process of generating RSA keys. If an
attacker can find the common divisor of the RSA module and
one of the secret keys, then he can use this information to
decrypt encrypted messages or to forge signatures.
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Fig.3. The developed scheme of the attack on the AES cryptosystem

The implementation of this attack on RSA is shown in
Figure 4.



Fig.4. Implementing a common divisor attack on RSA

As a result of this attack, the values used for generating
keys and subsequent encryption of messages were obtained.
This shows that the cracking of the RSA cipher using Cryptool
was carried out successfully.

However, it is worth noting that with the right selection of
keys and the choice of large values for key generation, it will
be almost impossible to crack the RSA algorithm. Hacking
RSA with proper implementation can take longer than hacking
AES.

The possibility of implementing and visually
demonstrating the capabilities of the AES algorithm using the
Cryptool 2 utility without serious requirements for computer
computing systems indicates that the AES algorithm is simple
and easy to implement and resistant to attacks compared to
RSA.

IV. COMPARATIVE ANALYSIS OF THE OPERATING TIME OF
THE DEVELOPED SOFTWARE IMPLEMENTATIONS IN C++ AND
PYTHON LANGUAGES

To prove the speed of the AES cryptosystem, software
implementations of the encryption algorithm were developed
in two programming languages — in C++ and Python to
determine the programming language that solves the problem
faster. In addition to encryption and decryption, the time spent
on encryption and decryption was calculated in software
implementations. The code is written in two different
programming languages in order to conduct a comparative
analysis of the implementations of the AES algorithm.
According to the results of the tests, the result was obtained
that the software implementation of the AES cryptosystem in
C++ turned out to be faster than the software implementation
in Python. The execution time of encryption and decryption
using the C++ implementation was 1600 nanoseconds, the
execution time of the Python code was 1001.6 microseconds,
which is 100 101 nanoseconds. Code written in C++ works
faster for the reason that C++ is a compiled language, that is,
accessing directly to the processor, and Python is interpreted,
that is, before the code is executed, the interpreter must access
the processor, which takes extra time.

V. CONCLUSION

1. The implementation of the AES cryptosystem algorithm
in the Cryptool 2 environment has been developed to
demonstrate its capabilities, as well as to prove that the choice
of AES and the evaluation of its criteria is justified. The
reliability of the AES algorithm was proved by conducting an
attack on it, which did not lead to any results, that is, the attack
failed to capture packets.

2. To prove the high speed, efficiency and performance of
the AES algorithm, as well as compatibility with other
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systems, work was carried out with
cryptographic library version 1.1.1t.

the OpenSSL

3. The AES algorithm was compared with algorithms such
as RSA and during the comparison on cryptographic strength,
AES turned out to be better than RSA

4. It should be noted that AES is not the best algorithm for
reliability, but at the same time it provides a fairly high level
of data protection. The most reliable algorithm is RSA, but it
loses to AES in terms of speed.

5. According to the results of the tests, the result was
obtained that the software implementation of the AES
cryptosystem in C++ turned out to be faster than the software
implementation in Python. The execution time of encryption
and decryption using the C++ implementation was 1600
nanoseconds, the execution time of the Python code was
1001.6 microseconds, which is 100 101 nanoseconds. Code
written in C++ works faster for the reason that C++ is a
compiled language, that is, accessing directly to the processor,
and Python is interpreted, that is, before the code is executed,
the interpreter must access the processor, which takes extra
time.
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Abstract—Functioning packet trunks are experiencing an
ever-increasing load from wired access networks, which in turn
are being transformed and becoming more and more optical for
connecting terminal devices in the future to one degree or
another with built-in artificial intelligence. Numerous studies of
the actual measured data in the multiservice network confirm
that they are not stationary. The article is devoted to the study
of traffic in the network between LAN with IP-PBX Asterisk
and ISP using unit root tests.

Keywords—unit root, traffic, autoregression, non-stationary,
single root

I. INTRODUCTION

Access networks with the transport core of digital
infrastructure, in the future, will allow creating a fully digital,
automated and programmable world of interconnected people,
machines, things and places [1]. All this leads to heterogeneity
of the network traffic structure of the access network, which
is in constant development with a wide range of terminal
devices and with an increasing number of applications that use
the access network to reach the NGN/IMS network backbone
through the ISP provider in order to use the exchange of
messages, audio, video services.

Review of some foreign articles on this topic:

In [2] "Statistical methods for studying network traffic" it
is described that the integration of voice, data and multimedia
transmission aroused interest in studying the nature of
network traffic and the results of the study showed the
presence of a self-similar structure in it, which requires a
revision of the results of modeling infocommunication
networks under the assumption of a Poisson data flow.

The work [3] "Traffic Measurement and Analysis of a
Broadband Wireless Internet Access" presents the results of
measurements of Internet traffic in a commercial broadband
wireless network for home users. It is noticed that daily traffic
fluctuations differ from the corresponding data taken on the
highway. It is noted that the total throughput increases in the
evening hours, unlike the trunk. At the same time, the increase
is mainly caused by web traffic and streaming traffic, which
are often used in the evening, and P2P file sharing traffic is
used around the clock.
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The paper [4] "Towards Fully-Shared Access: Designing
ISP Service Plans Leveraging Excess Bandwidth Allocation"
discusses the problems in the modern practice of generating
Internet provider traffic and corresponding fixed-rate tariff
plans in the public access network. Generating subscriber
traffic based on a bucket of tokens ISP filtering leads to losses
of network resources in public access when there are few
active subscribers and therefore cannot allocate extra
bandwidth in the long run. Based on new traffic management
schemes related to bandwidth, a hybrid ISP traffic
management scheme is proposed with the gradual
introduction of excess bandwidth in collective access.

In [5] "The Effect of ISP Traffic Shaping on User-
Perceived Performances in Broadband Shared Access
Networks", Internet provider traffic is considered using
models based on user behavior and application/session level
metrics that provide quantitative measurements of user-
perceived performance for HTTP, FTP and streaming video
traffic. The results of the ongoing work can provide 1SPs with
valuable information about the design, deployment and
operation of next-generation access networks from the end-
user perspective, especially to control peak speeds and spikes
to improve the user-perceived performance of their access
services.

The publication [6] "Testing time series data for
stationarity” discusses the SAS programming method for
analyzing time series data. The Dickey-Fuller criterion is
applied in order to check the time series for stationarity. Next,
the statistical method of forecasting ARIMA time series is
applied.

The main purpose of the article [7] was the application of
some statistical tests for the study of hydrological time series.
A modified Mann-Kendall model was used. An autocorrelated
data test was used to identify the trend. After removing the
trend, the authors used "unit root tests" based on both the DF
test and the KPSS test. For the completeness of the research,
the analysis of residues was carried out, the information
criterion Akaike AIC and others were calculated.

In this article [8], the results of KPSS tests and generalized
GFL fluctuation tests for the absence of stationarity are
considered. The simulation results show that KPSS and GFL
tests have the same dimensions and energy characteristics. At



the same time, it is concluded that KPSS tests have a greater
ability to detect structural changes, and also that a more
reliable conclusion about zero stationarity can be obtained by
combining information from KPSS and GFL tests.

The article [9] investigated the effect of trend elimination
on the properties of the KPSS seasonal test in finite samples.
In addition, a Monte Carlo study was conducted to analyze the
behavior of the test for a monthly time series. The author
managed to identify a number of seasonal roots in the time
series.

In [10], various unit root tests are presented, including
those that take into account structural gaps in the intersection
and/or trend. Threshold tests for a single root have been
introduced. Modeling is used to compare unit root tests in
different scenarios. The case when the analyzed time series
can have stationary and non-stationary segments is also
considered.

The study of the appearance of a diverse type and volume
of traffic, leading to the appearance of a heterogeneous traffic
structure, is an urgent task.

The study of the appearance of a diverse type and volume
of traffic, leading to the appearance of a heterogeneous traffic
structure is an urgent task. In probability theory and statistics,
the unit root is a characteristic of some stochastic processes
(for example, random walks).

The unit root test checks whether a time series is stationary
and whether it consists of a unit root in time series analysis. A
time series has stationarity if a time shift does not cause a
change in the shape of the distribution; unit roots are one of
the reasons for non-stationarity.

In this paper, three unit root tests will be applied to the time
series:

o Augmented Dickey-Fuller Test (ADF-test), which was
developed in 1979 by American scientists David Alan

Dickey and Wayne Arthur Fuller.

Kwiatkowski—Phillips—Schmidt-Shin  (KPSS-test),
developed in 1992 and designed to complement unit
root tests such as Dickey-Fuller tests.

Phillips-Perron Test (PP-test), developed in 1988.

Il. STATIONARITY ASSESSMENT USING UNIT ROOT TEST

The empirical data (packet intensity) shown in Figure 1 in
the form of a time series were obtained using the Wireshark
sniffer program playing the role of capturing packets passing
through the network on the subscriber access network segment
between the LAN with the installed IP-PBX Asterisk and the
ISP provider network, which were investigated in the Matlab
Econometrics Toolbox Version 5.7 software environment
(R2021b). In just five hours, 7655 packages were tracked.
Visually, the uneven arrival of the number of packets is
visible. There are places with discharged areas where there are
few incoming packets [11].
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Fig. 1. The intensity of packet arrival on the high-speed backbone of the
multiservice network

The concept of a "single root" determines the nature of
fluctuations in the system. The system of linear difference
equations of the nth order has N roots. If the absolute value of
any of them is greater than 1, the system is approaching an
"explosion”, at least until it meets some restrictions, due to
which it will cease to be linear. If all the roots are less than 1
in absolute value, the system will inevitably tend to its initial
equilibrium after any temporary deviations. A root equal to 1
in absolute magnitude, or a single root, will cause a steady
shift of the system, and a series of violations can cause an
infinite deviation from the original position. A large number
of methods for statistical verification of the presence of a
single root have been developed. An analytical test for a single
root can be represented as:

Ve =Dy + 2z, + & 1)

where y, — the level of the series at time t.
D, — deterministic component.

z, — stochastic component.

&, — stationary error process.

The basic concept of the unit root test is to determine
whether z; (stochastic component) consists of a unit root or
not.

ADF-test is an extension of the Dickey-Fuller test, which
removes autocorrelation from a series and then performs tests
similar to the Dickey-Fuller procedure. This test checks the
presence of a single root in the time series under study in order
to identify the type of stationary or non-stationary series using
an auto regression model. At the same time, the null
hypothesis HO corresponds to a series of type DS (Difference
Stationary), and the alternative hypothesis corresponds to a
series of type TS (Trend Stationary). Both types of series
differ by a random part. A trend-stationary process is a
stochastic process from which you can remove the underlying
trend (a function of time only), leaving the stationary process.
In the TS-series, the influence of previous shocks fades over
time, and in the DS-series, the accumulated disturbances from
all previous shocks do not fade so much and each individual



shock affects all subsequent values of the series with the same
force.

To explain the Dickey-Fuller test, it is necessary to
describe a simple AR (AutoRegression) model [12]:

Ye = PpYr T U; @)

where p — the coefficient determining the unit root.
u, — is noise or can be considered as an error.

If p = 1, there is a single root in the time series, and the
time series is not stationary.

The regression model can be represented as:

Ay =(p— Dy +us = 6yq + U (3)

where 4 — difference operator.
§=—-p—1

Thus, if the time series is non-stationary, it will tend to
return an error term or a deterministic trend with time values.
If the series is stationary, then it will tend to return only the
error term or a deterministic trend. In a stationary time series,
a large value is usually followed by a small value, and a small
value is usually followed by a large value. And in a non-
stationary time series, large and small values will add up with
probabilities that do not depend on the current value of the
time series.

The ADF test is a statistical significance test, which means
that the test will give results in hypothesis tests with null and
alternative hypotheses. As a result, we will have a value of p,
from which we will need to draw conclusions about the time
series, whether it is stationary or not.

In this case, the hypothesis is used:
o Ho: ¢p=1 — the series is non-stationary: it contains a
unit root and is described by a random walk process.

e Hi: ¢p<1 - defines a time series as a stationary series.

As aresult, Matlab gave the information "Null Hypothesis:
X2 contains a unit root" (Null hypothesis: X2 contains a unit
root), test parameters (Figure 2) and test results (Figure 3).

under study has the character of a random walk, that is, the
series under study is not stationary.

It is described in [14] that for the reliability of the results
when analyzing time series for belonging to the class of
stationary or non-stationary, it is customary to use not one, but
several tests.

To confirm the non-stationarity of the original time series,
we will additionally use the KPSS test, which can detect the
presence of a random walk in the process, which will lead to
systematic deviations from the trend in some parts of the
series.

KPSS-test determines whether a time series is stationary
relative to an average or linear (deterministic) trend or non-
stationary due to a single root [15], and in [16] it is described,
KPSS-test differs from ADF-test and PP-test in that it
considers the belonging of a time series as a null HO
hypothesis. the trend-stationary TS-series and the alternative
hypothesis H1 belonging of the time series to the non-
stationary DS-series. The authors of the KPSS test use the
statistics of the Lagrange multiplier test (LM statistics).

The following steps are performed:

regression is evaluated y, =5 + ¢t + &,

the residuals are calculated €;,€,,...6; .
T
auxiliary sums (T pieces) are calculated St = Zem .
m=1
calculated

value of statistics is

T S 2
KPSS =>4
t=1
variance of a random error.

calculated

, where &2 — estimation of the

if the calculated statistic value is less than the critical
value equal to 0.146, then the null hypothesis is accepted.
It can be concluded that the non-stationarity of the series.

Figures 4 and 5 show the data of the results of checking
the Matlab time series using the KPSS test — test parameters
and test results.

— T o Lags|Include Trend|Significance Level
Lags|Model|Test Statistic|Significance Level
110 AR t1 0.05 110 true 0.05
Fig. 2. Test parameters Fig. 4. Test parameters
Null Rejected |P-Value [Test StatisticCritical Value Null Rejected |P-Value|Test Statistic|Critical Value
1|[true 0.026439(-2.2109 -1.9417 11true 0.01 0.35798 0.146

Fig. 3. Test results

To confirm or refute a hypothesis, the lowest value of the
significance level (that is, the probability of rejection of a fair
hypothesis) is used, the value of p-values. If p—values are
greater than 5%, then the null hypothesis is rejected, and,
consequently, the series is stationary [13]. Based on the above,
it can be seen that the p-value is 0.026439, and the critical
value is 0.05. Since the p-value is less than the critical value,
it is impossible to reject the hypothesis that the time series
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Fig. 5. Test results

In this test, the test-statistical value is 0.35798, which is
greater than the critical value of 0.146, that is, under the
assumption that the sequence is stationary, an event occurred
with a low probability with a probability of 0.01. So, the null
hypothesis is incorrect. Thus, it is concluded that the initial
sequence is a non-stationary sequence.

The null hypothesis of PP-test is that the variable contains
a single root, and the alternative indicates that the variable was



generated by a stationary process. At the same time, PP-test
uses standard Newey-West errors to account for sequential
correlation. PP-test, unlike ADF-test, is based on t-statistics
adjusted for possible autocorrelation and heteroscedasticity
[17].

Figures 6 and 7 show the data of the test result by the
Matlab program of the PP-test time series - test parameters and
test results.

Model
AR

Test Statistic
t1

Lags
0

Significance Level
0.05

Fig. 6. Test parameters

[

Critical Value
-1.9417

Test Statistic
-2.2109

P-Value
0.026439

Null Rejected

true

Fig. 7. Test results

If the p-value is higher than the critical size value, then the
zero value cannot be rejected, and the series looks like a single
root.

I1l. CONCLUSION

The empirical data were tested by three Unit root tests,
which rejected the hypothesis that the series is stationary. The
evaluation of the stationarity of the ADF test showed that the
p-value is 0.026439, and the critical value is 0.05. If the p-
value is less than the critical value, then it is impossible to
reject the hypothesis that the series under study has the
character of a random walk, that is, it is not stationary. As for
the KPSS test, the test-statistical value is 0.35798, which is
greater than the critical value of 0.146, that is, assuming that
the sequence is stationary, an event occurred with a low
probability of 0.01. PP-test output the p-value above the
critical size value, which indicates the presence of a single
root.
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Abstract- In this paper s_elf-heating effect (SHE) a_nd It is known, SHE mainly is defined by thermal
subthreshold slope (SS) at different gate and back oxide  conductivity, while SS is defined by the dielectric constant of
materials in 2D MoS2-based MOSFET were considered through  oyjde materials surrounding the channel [16]. The thermal
simulation. In this study, the Al:Os and HfO, oxides were conductivity and dielectric constant are not connected to each
selected as gate oxide materials and SiO2 and HfO: as back oxide other directly, therefore it needs to define an optimal

BOX) materials. The lattice temperature in the channel center L . . . .
gnd s)s dependences on the gai)e length were considered at combination of gate oxide and BOX material which results in

different gate oxide, BOX materials, and their combinations. Itis 10w SHE as well as SS.
shown that using Al2Os3 as gate oxide material and SiO2 as BOX From this point of view, in this work, the SHE and SS

e o i e s a9 dependence on oxide materialssuch 2 AL, HIO; and S0

g g and their combinations are studied by simulation. SiO, material

Keywords—2D MoS,, self-heating effect, subthreshold slope, as gate oxide is not considered in this study because it has a
MOSFET, lattice temperature. small dielectric constant.

| INTRODUCTION 1. SIMULATION CONDITIONS AND TRANSISTOR

. . . . . PARAMETERS
Decreasing the sizes of metal-oxide-semiconductor field

effect transistors (MOSFET) up to the nanoscale induces TCAD Sentaurus program was used in the simulation.
different degradation effects such as the impact of variability =~ MoS, material is not included in the list of materials in this
[1], the effect of injection of the local charges to the oxide  Program, therefore the method for simulation developed in the
layer and at the interface [2, 3, 4], short channel effects [5,6,7  [9] and applied in [14, 15] is used in this work. For
]. It considerably restricts the continuation of the scaling of ~ consideration of the self-heating effect, the thermodynamic
MOSFETs. Therefore different ways to avoid this restriction ~ transport model is included in conjugation with the drift-
are suggested. One of the popular suggestions is the use of  diffusion transport model.

two-dimensional materials as a channel material in MOSFET. The structure of the considered 2D MOSFET is shown in

Two-dimensional molybdenum disulfide (MoS;) is well Figure 1. The thickness of the transistor channel is 0.65nm.
known as a transition metal dichalcogenide which is suggested  Transistor length L depending on gate length Lg is in the range
to using in MOSFET [8, 9, 10]. A two-dimensional channel in from 60nm to 300nm and the ratio L/Lg =3. The thickness of
2D MOSFET is surrounded by oxide materials: top by gate  the aluminum gate is 2nm and the considered lengths is 20nm,
oxide and bottom by back oxide. Oxide materials have low  30nm, 50nm, and 100nm. The carrier mobility in the channel
thermal conductivity, therefore it results in arising SHE in 2D depends on the gate oxide material, therefore the used mobility
MoS;-based MOSFET. SHE has an essential effect on  in the case of Al,O; as gate oxide is 125 cm?/Vs [9] and in the
nanoscale tri-gate SOI FinFETs [11, 12, 13], as well as on the  case of HfO, is 320 cm?/Vs [17].

drain current of 2D material-based MOSFET [14, 15]. Four different combinations of using the oxide materials as

a gate oxide and back oxide were considered (Table 1). In this

XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE
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combination, the equivalent thickness of gate oxide is 1nm.
Using SiO, with a thickness of 1nm as gate oxide results in
arising a leakage current between the gate and channel.
Therefore SiO; is not considered as a gate oxide material in the
mentioned above combinations.

Gate

Source

Fig.1. The structure of the simulated 2D MoS,-based MOSFET.

Besides analysis of the literature show that Al;O3 is not used
as a back oxide material, therefore we also have not
considered this oxide as BOX material.

The thickness of BOX considerably influences the
temperature in the channel [18]. Increasing the thickness of
the BOX results in increasing the temperature. The thickness
of BOX considerably influences the temperature in the
channel [18]. Increasing the thickness of the BOX results in
increasing the temperature. Therefore we have chosen the
BOX thickness thx=80nm as in the [19].

TABLE I. COMBINATIONS OF THE MATERIALS FOR GATE OXIDE
AND BACK OXIDE

The nu_mbe_:r of Gate oxide material BOX material
combination
1 Al,O3 SiO,
2 HfO, SiO,
3 Al,O3 HfO,
4 HfO, HfO,

I1l. RESULTS OF SIMULATIONS AND DISCUSSION

A. SHE at different combinations of the gate oxide and the
back oxide materials

SHE is defined by the temperature in the channel. The
temperature in the channel depends on the heat generation as
well as the heat dissipation rates. For providing the same heat
generation rates, in all considered cases, the applied voltages
and geometries of the transistor structures were the same.
Therefore the difference in the channel temperature for the
different oxide materials combinations is defined only by the
heat dissipation rate

The dependence of the temperature in the middle of the
channel on the gate length for the different combinations of
the oxide materials in 2D MoS,-based MOSFET is shown in
Figure 2. The temperatures are defined for gate and drain
voltage V4=0,1V and V¢=0,4V respectively. It is seen in the
figure, that the temperature is increased with decreasing the
gate length. At the same drain voltages for the longer channel
transistors drain current is lower because of higher channel
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resistance. Therefore for the transistors with shorter channels,
the temperature in the channel middle is higher.

Besides it is also seen the lattice temperature dependence
on the oxide materials. For the transistor with a gate length
20nm, the temperature is higher for the 1st and 2nd
combinations with respect to the 3-rd and 4-th combinations. It
can be explained by using as BOX material SiO,, with
relatively low thermal conductivity, in the 1-st and 2-nd
combinations, and HfO,, with higher thermal conductivity (1.5
times higher), in the 3-rd and 4-th combinations.
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Fig. 2. The dependence of the temperature in the middle of the channel on the
gate length for the different combinations of the oxide materials.

The thermal conductivities used in the simulation are shown in
Table 2. Obviously, BOX material with respect to the gate
oxide material, has the main influence on the Ilattice
temperature. For the first group (1-st and 2-nd combinations)
as well as for the second group (3-rd and 4-th combinations)
the lattice temperature is higher for 2-nd and 4-th combinations
where HfO, is used as gate oxide (Fig. 2). Thermal
conductivity of HfO, less by 5 times in comparing to the
thermal conductivity of AlOs; which is used as gate oxide
material in 1-st and 3-rd combinations 4125(Table 2). Thermal
conductivity for Al,O3 and HfO, depending on sizes and
temperature is in the range 6-30 W /m-K [20-23] and 0,27-
4,3 W /m-K [24, 25] respectively.

TABLE 1. DIELECTRIC CONSTANTS AND THERMAL
CONDUCTIVITIES USED IN THE SIMULATIONS.
. . . Thermal
Oidematris | The A0Sl | Dt | condusvites,
Y W /m-K
SiO, 80 3.9 1.4
Al,O3 2.385 9.3 12
HfO, (gate oxide) 5.641 25 23
HfO, (Box) 80 25 2.3

B. SS at different combinations of the gate oxide and the back
oxide materials

For comparing the effects of the oxides combinations on
SHE and SS, the simulation of SS dependence on the gate




length has been carried out for all 4 oxide combinations. The
influence of the gate and back oxide materials on SS is the
result of the dependence of the carrier distribution in the
transistor channel on the dielectric constant of oxide materials.
The Change of the carrier distribution results in changing of I-
V and therefore of the value of SS.

Results of the simulation show a more significant
dependence SS on the gate length for the second combinations
group (3-rd and 4-th combinations) rather than for the first
group (1-st and 2-nd combinations) (Fig. 3). SS is higher for
the second group in all range of the gate length. In this group,
the dielectric constant of the BOX materials is higher. BOX
material HfO, is used as BOX material and the dielectric
constant for this is Eipo, =25 In the first group, the SiO; is

used as BOX material, it has a relatively low dielectric
constant (g, =3.9) and appropriate low SS. Therefore SS

more significantly depends on the dielectric constant of the
back oxide material and is higher for the higher dielectric
constant of the BOX material. While in the second group, SS
dependence on the dielectric constant of the gate oxide is
reverse, that is at the same dielectric constant of the back
oxides, SS is lower for transistors with gate oxide with a
higher dielectric constant. The same dependence is also seen
for the first group (1-st and 2-nd combinations) at gate length
30nm and higher.

100+
- —=— Combination 1
3 90 —e— Combination 2
§ Combination 3
c —¥— Combination 4
4 804
0
70
a

60 80
Gate length Lg, (nm)

20 40

Fig. 3. SS dependence on the gate length for different oxide materials
combinations in 2D MoS,-based MOSFET.

C. Choice of the optimal combination of oxides to increase
the immunity against both SS and SHE degradation effects

SHE as well as SS is more significant in short channel
transistors, therefore SHE and SS dependences on the
combination number are presented in Fig. 4 for the transistor
with a gate length of 20 nm. This figure is constructed using
the data from the Fig.2 and Fig. 3. It is seen in Fig. 4, that the
dependences of the SHE and SS on the number of
combinations are different, even is opposite. For the first
group of combinations, SHE is high and SS is low, while for
the second group SS is high and SHE is low.
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Fig.4.SHE and SS dependence on the combination number oxide materials for
2D MoS2-based MOSFET.

In the Fig. 4 it is seen, for providing possible low SHE as
well as SS in 2D MoS;-based MOSFET it is expediently to use
BOX material with dielectric constant in the range from 3.9 to
25 and with thermal conductivity in the range from 1.4 to
2.3W/m-K.

IV. CONCLUSION

Simulation results show in 2D MoS;-based MOSFETSs the
SHE and SS are mainly defined by electrical and thermal
properties of the BOX material rather than gate oxide material.
Increasing the immunity against SHE as well as SS
degradation by choosing the gate oxide and back oxide
materials is a problem of optimization

For providing higher immunity against SHE it is
expediently to use the second group of combinations of oxide
materials and for reaching high immunity against SS
degradation is better to use the first group of combinations of
oxide materials.
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Abstract—High-speed communication lines are one of the
priorities of the developed countries of the world today. The
scale of the territory, the cost of construction, the remoteness of
many objects and other factors prevents the laying of this type
of communication everywhere and create prerequisites for the
importance of further development of radio communication
systems, both terrestrial and satellite. This article discusses an
extensive analysis of the possibilities of building passive radar
and space communication systems based on the re-reflection of
signals from space objects in near-Earth orbit. The objectives
of the article are to conduct a point analysis to derive a
preference for the use of reflected radiation of ground-based
radio-electronic means from low-orbit Earth satellites.

Keywords—Low-orbit satellites, ground-based electronic
means, passive radar, space debris.

I. INTRODUCTION

Large territories, diverse landscape, low population density,
high cost of construction and operation, as well as many
critically important natural and man-made facilities scattered
throughout our country, prevent the laying of high-speed fiber-
optic communication lines. Considering the above reasons, it is
of interest to study the possibility of using space objects located
in low Earth orbits as passive repeaters of the radiation of
unauthorized ground-based electronic means for subsequent
reception of reflected radiation.

The development of space communications today has
predetermined a new stage of information transmission. Thanks
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to the use of satellites, remote and hard-to-reach areas can be
connected, and the Earth's surface can be monitored.

It is known that during the period of space exploration, the
amount of space debris in near-Earth orbit is also increasing. To
date, there are more than 600 thousand objects of space debris
larger than 1 cm in the near-Earth space [1].

Unfortunately, there are no effective measures to eliminate
and protect spacecraft from space debris. However, objects of
non-functioning satellites and their fragments in low orbit can
serve as a repeater of the signal of ground-based electronic
means.

Il. ANALYSIS OF THE DISTRIBUTION OF SPACE OBJECTS IN

NEAR-EARTH ORBITS

Reflecting objects of electromagnetic waves emitted by the
transmitter are artificial space objects in near-Earth orbit that
are capable of scattering or directionally reflecting
electromagnetic radiation of the operating frequency range of
the communication line.

65 years have passed since the launch of the first spacecraft.
More than 7500 space objects have been successfully launched
in the world during this time.

Currently, the largest database of space objects contains a
catalog of American NORAD services. The NORAD catalog
contains the following information: NORAD Number,
COSPAR Number, Name, Source, Period, Inclination (in
degrees), Apogee (in km), Perigee (in km), Eccentricity, etc.
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About 6% of tracked objects are active. About 22% of the
facilities have ceased functioning, 17% are spent upper stages
and upper stages of launch vehicles, and about 55% are waste,
technological elements accompanying launches, and fragments
of explosions and fragmentation.

The Union of Concerned Scientists database consists of the
following data for active satellites: satellite name, country of
operator/owner, operator/owner, users, destination, orbit class,
type of orbit, longitude of the geostationary orbit (in degrees),
perigee (km), apogee (km), eccentricity, inclination (in
degrees), period (in minutes), launch mass (kg), dry mass (kg),
power (Watts), launch date, expected service life, contractor
(designer), contractor's country, launch pad, launch vehicle,
COSPAR number, NORAD number, etc.

According to the American non—governmental organization
Union of Concerned Scientists, among 4,852 active satellites in
Earth orbit, 2,944 satellites for various purposes belong to the
United States, 169 — to Russia, 499 - to China, 1,240 — to the
rest of the world.

The distribution of active spacecraft in near—Earth space as
of December 12, 2021, was as follows: the number of satellites
in low—Earth orbit (LEO), with altitudes from 160 km to 2000
km above the Earth's surface - 4,078, medium-orbital (MEO)
satellites, from 2000 km to 35786 km - 141, geostationary
(GEOQ) satellites, the altitude of about 35786 km is 574, the
satellite in an elliptical orbit is 59.

To analyze the space objects listed in the NORAD database,
it is necessary to determine the height of the large semi-axis,
which determines the average distance from the center of the
Earth.

By the distribution of space objects by height, it can be
found out that the most clogged areas of orbits around the Earth,
which are most often used for spacecraft operation. These are
Low Earth Orbit (LEO), Medium Earth orbit (MEO),
geostationary orbit (GEQO). Thus, 90% of near-Earth orbit space
objects are located at an altitude of up to 2500 km. The largest
number of low-Earth orbit space objects are located at 3 base
altitudes: 300 km, 800 km, 1500 km.

Fig. 1. Distribution of space objects by inclination angle

The orientation of the orbital plane in outer space is
determined by the angle of inclination. The inclination of the
orbit of a celestial body. According to the results of the analysis
of the NORAD catalog, it was found that the inclination angle
of 82.2% of space objects in the range of values from 50° to
100° (Fig.1).

One of the 6 Kepler elements of the orbit is the eccentricity,
which determines the shape of the orbit. Depending on the
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magnitude of the eccentricity e, the orbit has the shape of a
circle (e=0), an ellipse (0<e<1) and a parabola (e>1). Analysis
of the NORAD database showed that the eccentricity of 92.4%
of space objects in the range of values from 0 to 0.1.

The reflectivity of space objects is determined by the
effective scattering area (ESA). ESA is the area ¢ of some
fictitious flat surface located normally to the direction of the
incident plane wave and is an ideal and isotropic re—emitter,
which, when placed at the point of the object, creates the same
power flux density at the antenna of the radio-electronic means
(REM) as the real object. According to the results of the
analysis of the Space Track catalog [3], it was revealed that the
ESA of more than 33 thousand space objects is less than 0.1 m?,
the ESA of about 6,135 space objects is between 0.1 m? and 1
m?, the ESA of 12,500 space objects is more than 1 m?.

Analysis of the distribution of artificial space objects in
near-Earth orbits, given in the NORAD catalog, shows that
more than 35,000 space objects, whose dimensions exceed 10
cm, are located at an altitude of up to 2500 km from the Earth's
surface. As reflectors of electromagnetic waves, it is advisable
to use space objects at an altitude of 100 km, the number of
which is about 7000. The values of the range of reflecting
objects can be used 300, 800 and 1500 km as the heights with
the largest accumulation of objects. Since most space objects
are in orbits with a high inclination from 50° to 100°, the planes
of which intersect, the average relative speed of their mutual
passage is about 10 km/s.

According to the results of the analysis of the NORAD and
Space Track catalogs and the calculations carried out, it was
determined that at any given time at least 251 space objects fly
over the territory of the Republic of Kazakhstan at an altitude
of up to 1500 km. At the same time, more than 60 space objects
have an ESA of more than 1 m?and of these, more than 30 space
objects are located at an altitude of about 300 km. These space
objects will be used as reflecting radiation objects in the
communication system.

I11. ANALYSIS OF THE POSSIBILITIES OF USING REFLECTED
RADIATION OF GROUND-BASED RADIO-ELECTRONIC MEANS
FROM LOW-ORBIT EARTH SATELLITES

In world practice, there are several projects in the
organization of space radio communications using space
objects as passive communication repeaters. Early analogues of
the proposed passive radio communication system are
American projects of the 60s, such as the Echo program, the
Westford program and passive radar.

Echo-1 (1960-1968) was developed for research in the use
of satellite space repeaters. Due to its considerable size and
large windage, it was quickly slowed down in the upper layers
of the Earth's atmosphere. Echo-2 (1964-1969) was used in the
joint research program on satellite communications of the
USSR and the USA.

Project West Ford is an experiment carried out in 1961-
1963 by the Lincoln Laboratory of the Massachusetts Institute
of Technology commissioned by the US Armed Forces. The
belt of needles is an artificial space formation created in near—



Earth orbit from many short pieces of thin metal wire thrown
out of the container of an artificial Earth satellite.

The main application is to serve as a passive repeater with
non—directional scattering. Two belts of needles at an altitude
of about 4000 km, in the equatorial and polar planes, provide
communication between any ground points. Each of the needles
was a dipole micro antenna and had 1.78 ¢cm in length and 25.4
microns (1961 launch) and 17.8 microns (1963 launch) in
diameter. The needles were placed in near-Earth orbit at an
altitude between 3,500 and 3,800 kilometers. The first radio
communication session via an artificial copper cloud took place
on the fourth day after the launch — between the transmitting
antenna installed in California and the receiving antenna in
Massachusetts.

Spaced radio measuring systems are spaced transmitting
and receiving devices. The main elements of the system are the
transmitter subsystem, the receiver subsystem, and the
observed area of space.

Taking into account the previous experiences of foreign
countries, it is proposed to modernize the organization of the
space communication system using passive communication
repeaters, which currently are a large amount of space debris in
near-Earth space. The proposed space communication system
will be built based on advanced computing and electronic
digital technology, modern methods of encoding, modulating,
and processing information will be used. Countries with a large
territory, such as Kazakhstan, Russia, and China, do not need
expensive communications throughout the country, low-speed
communication is allowed in a number of tasks.

IV. ANALYSIS OF THE REFLECTIVITY OF SPASE OBJECTS

The primary radio wave induces conduction currents (in a
conductor) or displacement currents (in a dielectric) on the
surface of objects. These currents are a source of secondary
radiation in different directions, i.e., radio waves are scattered.
For a limited number of bodies of a relatively simple shape (a
half-wave vibrator, a ball, a metal sheet, etc.), an
electrodynamic calculation of the secondary radiation field is
possible. However, most real space objects have a more
complex shape. It is advisable to describe their secondary
radiation statistically.

Complex objects can be divided into concentrated and
distributed. Concentrated objects include objects whose
dimensions are noticeably smaller than the size of the allowed
volume of the REM. Examples of such objects are aircraft,
spacecraft and ships at long distances from the REM. Note that
concentrated objects, in turn, can be divided into single and
group objects, consisting of a number of independent single
objects (for example, a group of spacecrafts within one allowed
volume). Single concentrated objects will be called point
objects. Distributed objects include the earth and water surface
(surface objects), clouds, rain, snow, fog (volumetric objects),
for which the specified ratio of dimensions and resolution
elements is not met. They can occupy several allowed volumes.

The reflective properties of objects depend on its size
(usually there is a strong dependence on the projection area of
the body on a plane perpendicular to the direction of the REM),
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the configuration, the surface material, the wavelength of the
REM, its polarization, the direction of irradiation.

Effective reflecting area of objects (ERA)—this is the area
o, of some fictitious flat surface located normally to the
direction of the incident plane wave and being an ideal and
isotropic re-emitter, which, when placed at the point of the
object, creates the same power flux density at the REM antenna
as the real object. a common expression for ERA:

2
0, = 4mD? (i—pz) (1.1)

The lobe scattering diagram (SD) of the shadow contour can
be interpreted as the radiation pattern of an equivalent flat
antenna (Fig.2) oriented normally to the beam axis of the
transmitting antenna. The maximum of the main lobe of the
shadow field is oriented exactly in the direction of propagation
of the plane incident wave emitted by the transmitting antenna.
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Fig. 2. The main lobe of the shadow contour scattering diagram

The peak of the main lobe of the SD along the direction of
propagation of the incident wave can be immense. An essential
feature of bistatic forward scattering is that an intense reflected
signal can arrive at the receiver even in cases when the "object-
receiver" direction corresponds to the side lobes of the shadow
field diagram.

The ESA value when the directions from the diffuser
coincide with the source of the probing signal and the
observation point is called a backscattering diagram (BSD). For
experimental determination, the BSD REM is moved around
objects and at the same time the field strength of the E is
measured (Fig.3, a). Then the tested object is replaced with a
reference (usually shaped like a ball) with a known ERA value
of o,, and the E, field strength is determined.
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Fig. 3. Conditions for the experimental determination of BSD and SD.

In contrast to the considered case of single-position
(monostatic) REM, the term ESA (effective scattering area) is
more applicable for two-position (bistatic) REM. To remove



the SD, you can, for example, fix the transmitter and move the

— —J -j — 2 2
receiver around the circle around the object (Fig.3, b). Ep = |Ere™/%1 + Ee™/?2| = JE1 +E; +2E1E; cos ¢y,

The possibility of comparing SD and BSD in some cases is (1.4)
of interest. So, for simple ideally conducting bodies of
sufficient smoothness at a small wavelength (strictly speaking, where is the phase difference of the oscillations from the

tending to zero) and the transmitter—object—receiver angle 3 individual reflectors:
<180°, the SD is equal to the BSD in the direction of the angle
bisector B.'It follows th.at the S_D does not_ change |f you swap P12= Q1 — @y = 2—"2(D2 -D,) = M sing (1.5)
the transmitter and receiver. This theorem is clearly incorrect at 4 A
angles g ~ 180° i.e., near the so-called forward scattering (or
shadow scattering).

ERA of two-point objects. Several point objects located
within the allowed volume form a group object. The simplest
model of group objects is two-point.

A similar result for E, can be obtained using the formula of
an oblique triangle when adding two vectors (Fig. 4, b).

Applying formula (1.1) and assuming that its primary field
E, is the same for both objects, we obtain the ERA of two-point

objects
Dy O,
—_—— 2 2 2
- ‘1 _ 2 Ep _ 2 El Ez E1 EZ _
E L b N o, = 4nD E_§_4nD E_02+ E_02+2E_0E_0C05(p1'2 =
Poc -~ o T\ = 01+ Op2 + 24/05105, COS @1, (1.6)
—_— 2
%o, . —— .
a) In particular, for identical objects, when o1 = 662 = Goo, We
obtain the following expression for BSD:
0,(8) = 204, [1 + cos (4/1& sin 9)] = 40,, cos? (% sin 0)
(17
=4 =
Es E> The analysis of the dependence o,(8) shows that it is

multi-petal (Fig.5). The zeros of the function g, (6) correspond
to the directions where the secondary oscillations of two objects
b) are in antiphase and cancel each other out, and the maximum to
the directions of in—phase addition, and the resulting ERA
exceeds four times the ERA of each object. The greater the ratio
L/A, the stronger the interference nature of the dependence
It consists of two isotropic reflectors, the distance between 0,(6) is manifested.
which is L, and the distance to the REM is D, and D. (Fig. 4, If group objects consist of n reflectors, then the resulting
a). Such a model correctly describes complex objects  field
containing at least two shiny points. Real objects contain many
brllllant_ points, however, using the e>§ample of a two-point E, = |Zz=1EkeﬂPk|_ (1.8)
model, it is possible to trace the most important patterns that
occur when the REM signal is reflected from complex objects.
The secondary radiation fields of each of the reflectors O
and O, at the REM are characterized in a complex form by the
following expressions:

Fig. 4. Determining the ERA of two point objects

Small random movements of objects lead to random
changes in the phase difference ¢ix and, as a result, to
significant fluctuations in the amplitudes of the reflected
signals. If the phase difference gix is equally probable in the
range O—m, then the average value of the cosine €0S;k=0.

oty o
E /@0 = FeP1e/et Therefore, the average value of the ERA

Ezej(‘)(t_t32) = Eze_j(pZejwt, (12)

The fields of individual reflectors at the REM are summed W = Dist O (1.9)

up. The total field is represented as Epef“’t, where the complex
amplitude
Ep = Ele_j(pl + Eze_jq)z. (1.3)

Accordingly, the amplitude
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b)

Fig. 5. BSD of two-point objects
For n=2, this directly follows from the fact that, for ¢, , = m,:

0o = (Go max + Gomin)-  (1.10)

The power of reflected radiation depends on the ESA ¢ of
objects, which depends on the main reflective properties of
objects, such as the size of the object (the projection area of the
body on a plane perpendicular to the direction of the REM),
configuration, surface material, the wavelength of the REM, its
polarization, the direction of irradiation. The power of the
reflected signal in the receiving antenna is given by the
equation:

__ PtGiGrA%a
PT —_ m (1.11)

This equation establishes the relationship between the
received signal power B. and the radiation power P,. From the
formula (1.11) it can be seen that with increasing distance to
objects, the power of the received signal decreases very
quickly-inversely proportional to the 4th degree of range. In this
regard, the power of the received signal will be small, and the
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signal itself is random. The low power of the reflected signal is
explained by the large distance to objects in near-Earth orbits
and the absorption of signal energy during its propagation.
Using the MATLAB Radar Equation Calculator
application, it is possible to determine the required signal
strength of the transmitter according to the formula (1.11)
(Fig.6). It is necessary to enter data such as wavelength, pulse
width, system losses in dB, noise temperature and effective
scattering area of objects, gain of transmitting and receiving
antennas, signal/interference ratio on the receiving antenna
(probability of detection, probability of false alarm, number of
pulses) and distance to objects. When performing the
calculation for the radio communication system under
consideration, the parameters given in Table 1 were used.

TABLEI. SYSTEM PARAMETERS
Parameter Value
Wavelength A, m 0,9
Pulse width, ms 2,66
System losses L, dB 6
Noise temperature, K 290
ESA of objects S,,, m? 1,0
Transmitter Amplifier G, dB 30
Receiver Amplifier G,., dB 32
Distance from the transmitter to 424
the objects R,, km
Distance from receiver to objects 424
R,, km
Signal-to-noise ratio at the receiver:
Probability of detection 0,1
The probability of a false alarm 0,05
Number of impulses 30
Maximum power of the 20
transmitter, W

|




Fig. 6. M-file of the Radar Equation Calculator application

Using the Radar Waveform Analyzer signal analyzer
application in MATLAB, it is possible to visualize the real and
imaginary parts, magnitude and phase graphs, signal
autocorrelation, spectral analysis of the signal, etc. It can also
get a calculation of the minimum and maximum range, range
resolution, etc. To do this, it needs to specify the following
parameters: sampling rate, number of pulses, pulse width,
system losses, bandwidth, etc. Figures 7 and 8 show the
analyzer of the real and imaginary parts of the signal and the
spegt_rgﬂ gnaly_sis of the signal.
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Fig. 8. M-file and signal spectral analysis

To detect and restore a useful signal on the terminal device
at a distance of 600 km from the receiver to the transmitter, the
power on the transmitter must be large. To reduce the power of
the transmitter, one solution is to increase the number of pulse
signals. The calculation results are obtained by increasing the
number of pulses from 1 to 30. When 30 pulses with a
maximum power of 20 watts are accumulated on the receiver,
it is possible to receive a useful signal re-reflected from a group
of space objects in low Earth orbit at 424 km from the receiver
and transmitter. In the example given, the information is
transmitted at a speed of 8 bit/s, while the signal level at the
receiver will be -17.7 dB.
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Fig. 9. Graph of the dependence of the transmitter power on the number of
pulses

CONCLUSION

As a conclusion, we can say that the use of reflected
radiation of ground-based radio-electronic communications
from low-orbit idle satellites and their fragments of the Earth
has good prospects, since the number of satellite data and its
fragments continues to grow. As the study showed, when 30
pulses with a maximum power of 20 watts accumulate on the
receiver, it is possible to receive a useful signal re-reflected
from a group of space objects in low Earth orbit at 424 km from
the receiver and transmitter. In the example given, the
information is transmitted at a speed of 8 bit/s, while the signal
level at the receiver will be -17.7 dB. It is necessary to evaluate
the characteristics of the reflected radiation of radio-electronic
means and build a mathematical model on this in order to better
derive the expected results from the actual use of these systems.
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Abstract—The paper proposes a method and
algorithms for the synthesis of discrete controls for
continuous linear dynamic objects based on a hybrid
application of the topological interpolation approach and
the calculusof variations. During the development, the
goal was to obtain such a form of a microprocessor
controller in order, on the one hand, to take into account
the dynamics of the controlled system and, on the other
hand, to eliminate the need to include a so-called
"observer" in the controller, which restores unobservable
variables using the model.

Keywords— regulator, square deviation6, managed
systems, microprocessor controller, interpolation approach

INTRODUCTION

The presence of microprocessor-based tools in the
control loop requires the development of a highly efficient
method and algorithm for synthesizing the controller for
optimal control of complexmulti-dimensional dynamic
systems. Optimization criteria are formulated taking into
account thesampling and control signals and the properties
of the control delay. To take into account the dynamics of
the controlledmsystem in the development of controlled
actions, it is proposed to use deviations of the output
variables from the set values and the values of previous
control actions. If the minimum square deviation criterion
is met, it ensures the existence of a unique solution under
nonzero initial conditions.  In addition, the goal was to
develop the most algorithmic method possible and
eliminate the need to enter any formulas during the
synthesis of a specific controller.

The solution method

Let there be a dynamical system with my inputs and
mm outputs, described by the vector difference equation

r r r
X, =C-X,+D-U,, (1)

r
where X f

k, the dimension of the vector is determined by the structure

—is the state vector of the system at time

. r .
and complexity of the system; U, —is the control vector,

with dimension m; C and D are coupling matrices. Control
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actions are applied to the input of the system with a control
period T, . It is required to find such a sequence of optimal

. r. .
control actions U ,in order to minimize the total squares of

.. r
deviations of the output processes Y from the target over a

certain time interval ¥°* . As an optimization interval, we
take the time of the transient process of a dynamic system.
The criterion includes all squared deviations of the output
variables, taken with their own weights at times that are

multiples of the control period 7),. Taking into account
that in the general case, this value can be relatively large,
for better optimization, we will also include in the criterion

the squares of deviations of the output variables at
intermediate N time intervals at multiples of moments

T, u / N.
Thus, taking into account the cost of management as
well, we write the optimization criterion in the form:

F=¥ (S0l f + zr vyl O

A=l \Li=l  n=l
where the

j:L k_

N — the number of points taken into account on the control
period; k is the number of control intervals 7, on the system

i= 1,m1 —1is input  number;

1)—the moment when the action is applied;

transition time; U, =U, (to + ( Jj _1)T)_the control action

on the i—th input; # — the initial moment for which the

object state is set; ¥, = Yi(tO + (n, —l)T/ N)— the variable

on the i-th output of the object; Ym — the set values of

output functions; time point n; it is determined by the

T =T,/N —period of

variables;

formulan, =
(k - l)T —optimization period;

accounting for output q; —weight or

significance of the i—th output variable; 7: — weight or

J
relative cost of the j-th output variable. administrative
divisions [1].

Output processes in the system are functions of
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control actions. The optimal control condition for
minimizing criterion (2) is that the following requirements
are met::

3)

j=1(k-1

if boundedin the form of linear equations (1).

To solve this problem, we will use the values of the
transition function obtained on the basis of the topological
interpolation method [2] of each transmission channel:

m o
— U, 4
Yi”l - Z Zhi3 sziz ’ ( )
L=l i=l

where j =1, m, —output number; i, = j, —i; +1—
time instant; j, —input number; p% = p (z, )_Value of
iy i3
the transition function over the transmission channel from
Joinput to i timei; = N(i, —1)+n,
3

The second partial derivatives of (3) will always be
positive, which is ensured by the positivity of the values of

output at

the weights g, , i = % and i, and j =1, . Substituting
equation (4) into expression (2), we perform operations of
partial differentiation of the criterion F with respect to the
desired U (3.20). After reducing such terms, we obtain a
system m, (k —1)of equations with m, (k - 1) unknowns. In

matrix form

A-U=8B, (5)

where U —1is the vector of all dimension controls
my(k—1), A—is the matrix of the left-hand side of the

system of equations, whose elements are obtained by the
formula:

my k=n N

a5 :Zq‘.z Zh;f; h;’ﬁ‘ ,tae n=1,0k-1), n, =1,7n,j1 =1,m,;

i= J=is my=l

(6)

. {l,ml, opu n#n, ;
J2 = -

LJj,
i3:m|(n|71)+jz; jszml(n71)+j|;
Ji=l+n—n;; j,=N(j-1)+n,; jo=N(j—n+n, —1)+n,;
a;=a,; i=L(m(k-1)-1); j=L{-1)

a; =a;+r;; i:ml(iI —1)+j; j:m; i :l,ik—ll

In the formation of the symmetric matrix 4 , discrete

npu n=n,;

values of the object's transition functions /1 IU obtained at a

time [ multiple 7, /N, lszor the transmission
channels from j —the input, j=Lm, to 1 — the output,
participate ; = 1, - The object's transmission channels may
have delays greater than the value 7, /N , so the first

values of the transition functions will be zero. In order not
to obtain a zero determinant from the matrix of coefficients
of the left-hand side of the system of equations, it is
necessary to analyze all the transition functions and, if
necessary, discard the same number Ak-N of first
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moments of the transition functions of each transmission
channel so that at least one element of all transmissions in
the control interval is not equal to zero. The value will also
decrease accordingly 7o. If the system is in zero initial
conditions, then the values of the output variables must be
adjusted by the required controls for the value of the task

3a0
Y, i=1m,.
If the system has a non-zero state, then the elements
of the right-hand side of the system of equations are

determined in accordance with the functions Yl.lk(Jp that
need to be corrected for the i— output process of free motion

Yﬁe in the optimized time interval [’0>t0 +j-T, / N ] in

. . 0
order to obtain the specified output processes Yi?a

kop _ vr3a0 c8
T =1 K,

i=Lmy, j=L,N(k-1).
Output processes are set to discrete values in

px Y=Y TN, Fee

1

increments

processes YU“‘ = chg(to +j-T,/ N)are defined using
transition functions.

Let us express the output processes YUC“ of free

motion of the system with self-alignment in terms of the
current values of the output variables at the first moment of

time Y;; at each output; =1, m,

=y 4y Y, -mn vt ®

m=1 n=1
where Ufn —is the control effect stored by the
1

controller on #; the output at a time (— nT, )point relative

to the current time point for developing optimal controls;
Z — the number of control intervals on the transition Z =
time is an integer (fnn /T, )

We definethe direct part of the system of equations
(5) formed for the synthesis of a controller that generates
optimal control as a function of deviations of output
variables from the set and previous control actions applied
to the controlled system at a given time interval

Ul =E-+3.G, Uy, ©)
i=1

where (0 _is the vector of optimal control actions

at time k; e, —is the vector of deviations of output
variables from the set point at the k — moment; U, | —is the

vector of control actions applied to the system at the
elapsed moment (_ jTu)relative to the & moment of

determining controls; £ is the G —matrix of coefficients of
the optimal controller; Z —is the number of control
parameters taken into account in the controller [3].

This form of controller allows you to fully take into
account the dynamics of the controlled system when
developing optimal controls and at the same time is very
convenient for a micro-machine implementation.



Given the expressions (7-8—8) for obtaining the
regulator in the form (9), we obtain the equations for

obtaining matrix elements B .

my k—m+Ak N ( o )
i [y 5a B
;{q’ &, v ] (10)
z  omy (my  k-m+Ak
X X a3 el - )ul, | om =G0
mel ol\iml =LAk ¢

Ja :@; i3 :ml(nl _l)+jz; Js :N(j_l)+”2; ny=N-n3;
Je=NG+n —24nm)+n +1; ng=N(j+n —2+n;)+n,.

The controls satisfying the system of m, (k —1)

linear equations obtained in this way are optimal in the
sense of minimizing criterion (2). You need to find the first

m; unknowns that correspond to the controls Uy, i=1m

. To do this, we will get rid of all variables in the system of
equations, except for the first one, by one exception in
succession, starting from the last one. As a result, we obtain
the first control for the first input of the system in the left
part of the system of equations and the expression in the
right part in accordance with the form (10). Then, moving
in reverse order, we pass to the system with the first two
unknowns, substitute the found expression for the first
input control into one of the equations, and find the second
one [4] [5]. And so on, until all m; the input controls for the
first time point are known. The program implementation of
formulas (6), (10) is difficult and difficult to implement,
since they involve a three-dimensional matrix 4. To
facilitate the solution of this problem, we propose the
following form of matrix representation 4 and vector B:

msk—j+1
i_kl:j_kZ; th3s d’,s ;
k—i+1+k
A(laj): i_kl>j_k2 Hj>k2; Zhdzs m}s-i—m4
msk—j+1
Zh”lz’shdz,s+m4 ’
s=1
k—i+1
B(l,]) = szﬁlhdZ’S’
s=1
where

=k(d-1); ky=k(ms—1); my=|j—i+k —kpl;

d=1,m,
ms = hy +1;m;

The analysis of the obtained results showed the
adequacy of solutions, but the latter differs in convenience
and speed [6].

The proposed method is also applicable for one-
dimensional objects. In this case, the problem statement is
formulated as follows:

it is required to determine piecewise constant
control actions U applied to the input of an object with a
constant specified period 7, in order to minimize the total
quadratic quality criterion:

k
F:Z(Yi_yxa())Z_)min, (11)

s=l1

where U, =U((i—-1)T)are the desired discrete

values of the control step actions;

=d+mbhy;hy=(-D/kii=Lk-m;j=Lk-m.
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=Y ((i —1)T) discrete values of the controlled

variable of the object; Y —set value of the output
variable; & — the number of control periods in the
optimization interval. The optimization interval is
sufficient to take no more than the time of the transition
process of the ¢, control object.

Let's consider the processes at zero initial states of
an object. In this case, the output variable is defined by the

formula
-1
=

where h;= h( )_1s the moment of the object's

(12)

transition functlon.

Let's solve the problem using the least squares
method. In the optimization interval, we have unknown
values of the control actions Uj.(k—1) HeM3BecTHBIX
3Ha4eHUH ynpamisitommx BosneictBuid U; Accordingly,

differentiating the quality functional F" with respect to each
of the unknowns, we obtain a system of equations:

L (13)
dU,
This condition is met:
2
CE S 0i=1k-1) (14)

i

Substituting equation (3.29)
expanding it, we obtain:
L (15)
+[ZhjUH —Y"")J

into (3.31) and

F=hU, =Y ) + (WU, +hU, =Y* ) + ...
j=1
Performing the operations of difference the criterion
F by the initial variables U;— after reducing such terms , we
obtain the followmg system of equatlons
U Zh +U22h, o +U Zh,hﬁz +o +U,f,32hih,+,f,4 +
1
(16)

+ Ulwzzhfhm‘—z +U by, = Yaadzhx;

UZhl o +U, th+U Zhlh, +U th iy :Y“"kZhl
Uth,h,:H +U22h,h,:H +
1 1

2
..... +Uk,zzh,»2+Uk |h,h =Yaaozh2;
N 1

Uy +Uyhhy oy + o+ U by + U, B =Y %R,
The analysis of this system shows that the
quadraticity of criterion (3) ensures the existence of a
unique solution for nonzero initial moments of the
transition function.
Having solved the system of equations (16), we
obtain stepwise control actionsU;,i = 1,(k — 1), which are

applied with an interval of If T'is the input of an object with
zero initial conditions, we optimize the output process in
the sense of criterion (11).

The described approach to control synthesis is
convenient because it is enough to have a model of an
object in the form of a transition function, which is
relatively easy to obtain as a result of conducting active or
pseudo-active experiments on the object, or as a result of
statistical processing of data collected in a passive way. The
developed algorithm is easy to implement in
microprocessor-based tools [7].



Example of a solution. The applicability of the
proposed algorithm for solving the problem of synthesis of

a dynamic object control system with a microcontroller is
considered. (fig.1.)

%- oz 017 0.11485+0.14 . |
1(t) ei(t) 1(2) 3.7-s+1 8.825> +6.3s5+1 Yi(t
Ui(t
) 0.12 EES
11.5s* +3.21s+1
0268s+04 .,
6.84s> +5.55+1
Us(t
1(t) 0.73 S 0.38 s Yot
T L ps > e e
S o PO 551 ¢ 1.255> +2.54s +1

Figure 1. Block diagram of the control system

The block diagram shows that the total order of the
transfer function of the transmission channels is 12, which
means that the process ends in 6 cycles. In this case, T =5
seconds [8]. Using the proposed approach, we determine the
values of the control signal for each control channel (Table
3.2):

Table 3.2.

Values of the transient process at each control cycle.

Step number
1 2 3 4 5 6
Ui | 11300.17 | 1275.96 | 482.68 | 36.88 | —773.5 | -773.5
Yilo 0.0273 | 0.5308 | 0.9181 | 1.0022 | 0.9999
U | 717163 | - - —658.34| 348.57 | 348.57
4318.08 | 1398.82
Y2l 0.7342 | 1.1962 | 1.1093 | 0.9956 | 1.0001

Based on these data, the transfer functions of the
microprocessor controller for each channel are obtained:

10.456—2.993z7"
Dl (Z) = -1 ;
1+0.00543z
1.058-0.048z""
1+0.007738z 7"
To verify the reliability of the obtained results, a

simulation experiment was conducted, the simulation results
of which are shown in Fig.2.

Dz(Z):
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Figure 2. Transient characteristics of the synthesized
automatic control system.

The graphs show that the proposed synthesis
algorithm gives positive results and ensures high accuracy of
controlling amultidimensional object.



CONCLUSION

A method for synthesizing multidimensional
discrete control systems based on the hybrid application of
the structural method and the calculus of variations method is
proposed. Optimization criteria are formulated taking into
account the sampling of control signals and the state delay
properties. When developing control actions, it is proposed to
use the deviation of output variables from the set values and
the values of previously defined control values, taking into
account the dynamics of controlled systems. Simulations of
the synthesized system have shown a high efficiency of the
developedmethod in determining the optimal parameters of a
multidimensional discrete controller.
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Abstract- In this work, the self-heating effect in inversion
mode FinFET and Junctionless (accumulation mode) FinFET is
compared and the influence of the different electrical and
geometric parameters on the self-heating effect is considered. It is
shown, that the lattice temperature in the channel center is
higher in junctionless (JL), accumulation mode FinFET than in
inversion mode FinFET with the same parameters. The
difference in the temperature is explained by the difference in the
structure, particularly by the difference in the doping level of the
channel for these transistors. The dependence of the self-heating
effect on the doping depth and doping profile of the source and
drain areas along the channel were considered.

Keywords— FinFET, JLFInFET, self-heating effect, doping
level.

I. INTRODUCTION

The main trends of nanoelectronics are decreasing
transistor sizes to provide decreasing energy consumption and
increasing the integrity level of integral circuits (IC) [1,2,3].
Metal-oxide-semiconductor field effect transistors (MOSFET)
are one of the main elements of the IC. Decreasing the
MOSFET sizes leads to arising different types of degradation
effects, particularly short channel effects [4, 5], and self-
heating effects [6, 7, 8].

Short channel effects is significant for planar MOSFET at
nanometer sizes. To increase immunity against short channel
effects, fin field effect transistors (FinFET) [9] instead of
planar MOSFET were suggested. FInFET works in inversion
mode as well as MOSFET.

For simplification of the FinFET technology it was
suggested new, junctionless FInFET transistor structure, which
works in accumulation mode [10, 11] (Fig.1). In this new
transistor technology thermic process which is used to form
the source and drain areas by diffusion is absent. This thermic
process in nanosized areas can lead to degradation of some

XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE
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parameters of the transistor. Therefore this technology is
preferable and is more simple. Besides it, JL FinFET also
shows high immunity against short-channel effects.

Gate Gate Gate "
Oixidde £ Oxiidde Oide
- Drain  Source — Drain  Source :

N, Na Ny

Dirain

Source

N,

Back oxide layer Back oxide layer

a) b) ©)
Fig. 1. The structures of the FinFET with analytical (a) and constant (b)
doping profile in source and drain areas, and JL FinFET (c)

One of the features of the FinFET and JL FinFET is the
fabrication of them on the basis of silicon-on-insulator (SOI)
structures. It means the bottom of the channel of the transistors
has contact with back oxide. Because the oxide materials have
small thermal conductivity, in the channel the self-heating
effect (SHE) can take place [12, 13]. The self-heating effect is
an important problem in providing reliability of ICs. Therefore
studying the self-heating effect in FinFET is very important
problem. Separately this effect in FinFET and JL FinFET [6, 7,
8] was considered, however, comparison of this effect in such
transistors with the same parameters is not carried out yet. In
this work, the comparison of the self-heating effect in such
transistors with the same parameters is considered.

II. SIMULATION CONDITIONS AND TRANSISTOR
PARAMETERS

FinFET differs from JL FinFET by the high doping level
of the channel in JL FinFET and by the presence the source
and drain areas which is doped with high concentrations in
FinFET. Therefore it is expedience to investigate the influence
of the parameters of these areas on SHE. In this work, it was
simulated the dependence of the temperature in the center of
the channel on the doping profile and on the depth of the
doping along the channel in FinFET. It was considered the



analytical and constant doping profile of the source and drain
areas.

TCAD Sentaurus program was used in the simulation. The
transistor parameters indicated in Table 1 were used. To
account for thermic effects the thermodynamic transport model
with quantum correction is used. In the mobility model, the
doping dependence and velocity saturation at the high field
were accounted. For calibration, the used physical models the
I-V curves carried out in the simulation and experiment [14]
were compared (Fig.2).

TABLE I. PARAMETERS OF THE FINFET AND JL FINFET USED IN
THE SIMULATION

Parameter Designation JLFinFET FinFET
Dopin level in the N 5-10'8 cm? 10'* cm?
channel (n-tip) (p-tip)
Doping level in 5-10'% om 5-10'% cm
source and drain Ny (n-tip) (n-tip)
areas P P
Gate oxide (HfO,) " 6,7 nm 6,7 nm
layer thickness o (terr= 1,2 nm) (terr= 1,2 nm)
Channel thickness Ts 9 nm 9 nm
Channel width W, 22 nm 22 nm
Back oxide layer
thickness Trox 145 nm 145 nm
Gate length Lgate 10 nm 10 nm
1,5x10°
10°F
41,3x10¢
107 F
) 41,0x10° =
E 10°f =
2 2
5 q47.5x107 5
£ —— Simulation {s0x107 E
=} 100 ® Measurement A
4 2,5x107
10"
. . . . oo

02 04 06 08 10

Gate voltage [V]

12 14 16

Fig.2. Comparing of the Id-Vg characteristics for SOI JL FinFET carried out
in simulation and experiment.

II. RESULTS OF SIMULATIONS AND DISCUSSION

The doping level of the channels for the considered JL
FinFET and FinFET is 5-10'® cm™ va 10'® cm™ respectively,
which is typical for such transistors. The maximal Doping
level at an analytical profile of doping the source and drain
areas of FinFET is 5-10"® ¢cm™. The results of the simulation
of 1d-Vg dependence for FinFET as well as for JL FinFET is
shown in Fig.3.

It is seen in the figure, in the saturation region a drain
current in JL FinFET is higher than in FinFET. It results in a
higher lattice temperature in the channel center of JL FiInFET
(Fig.4). The resulting temperature in the channel is defined by
the heat generation as well as by the heat dissipation rates. The
heat generation rate depends on the drain current, while the
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heat dissipation rate depends on the thermal properties of the
materials surrounding the channel. In our consideration, the
materials and geometry surrounding the channel is the same
for both transistors and therefore the heat dissipation rate is
also should be the same. Therefore in our case difference in
the channel lattice temperature for considered transistors is
defined only by the difference in the heat generation rate
which is defined by the difference in a drain current in the
transistors.

Drain current [A]

10-10

10"
0,0

0,8 1,2 1,6
Gate voltage [V]

0,4
Fig.3. Id-Vg characteristics of inversion mode FinFET (1) and accumulation

mode JL FinFET (2) with the same geometric parameters.
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369F

368

80

Fig. 4. Distribution of the lattice temperature along the channel of inversion
mode FinFET (1) and accumulation mode JL FinFET (2) with the same
geometric parameters. Vd=0.75V Vg=1.6V

Drain currents can be influenced by the parameters of the
source and drain areas. We simulated the influence of the
doping profile and doping depth L (Fig.5) of the source and
drain areas to the lattice temperature in the center of the
channel.

G
bty [ tan
S N N, Ny Dy
Loy

Fig. 5. The structure of the simulated inversion mode FinFET. L is the doping
depth of the source and drain areas.



From the simulation results it is seen that with increasing
the doping depth of the source and drain areas the lattice
temperature is increased for analytical as well as for constant
doping profile (Fig.6). With increasing the doping depth up to
contacting of the source area with the drain area and when the
channel will become homogeneous the lattice temperature of
the inversion mode FinFET aspires to the temperature of the JL
FinFET.

In Fig.6 we can also see, that the lattice temperature
sufficiently depends on the doping profile. In the case of a
constant doping profile, the lattice temperature in the channel
center is higher by 75-85 K than in the analytical doping
profile, depending on the doping depth. This difference is
explained by the difference in the current density. In Fig.7 it is
seen, that the current density in the channel center in the case
of the constant doping profile is higher than in the case of the
analytical doping profile. The doping level of the channel in JL
FinFET (5:10'® cm™) is higher than in FinFET by 3 orders and
therefore drain current density is higher respectively.

460 )
JERC
z [
= JLFinFET
@
i
‘E 437F B Constant doping profile
!& ® Analytic doping profile
£ [ \
PR A FinFET
2 377F
=
=
364
24 26 28 30 32 34 36 38 40 42

doping depth in source and drain
area along the channel, L [nm]

Fig.6. Dependence of the lattice temperature in the center of the channel on the
doping depth along the channel.
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Fig.7. Dependence of the current density in the center of the channel on the
doping depth along the channel in FinFET.
IV. CONCLUSION

Thus SHE is more significant in SOI JL FinFET than in
SOI FinFET with the same geometrical parameters. It is
explained by differences in the structures and in some
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electrical parameters. Particularly it is connected with a
relatively high doping level in the channel (on several orders)
in JL FinFET.

The lattice temperature in the channel center of the
inversion mode FinFET depends on the doping profile and
doping depth of the source and drain areas. At the constant
doping profile the temperature is higher than at the analytical
doping profile. With increasing the doping depth along the
channel the temperature aspires to the value which corresponds
to the temperature of JL FinFET with the same geometry.

REFERENCES
[1].

G. Moore, Cramming more components onto integrated circuits, in
Proc. IEEE, 86 (1998) 82-85.

A. Khakifirooz and D. A. Antoniadis, The future of high-performance
CMOS: Trends and requirements, in ESSDERC, (2008) 30-37.

W. Ahn et al, Integrated modeling of Self-heating of confined
geometry (FinFET, NWFET, and NSHFET) transistors and its
implications for the reliability of sub-20 nm modern integrated circuits,
Microelectronics Reliability Volume 81, February 2018, Pages 262-273
https://doi.org/10.1016/j.microrel.2017.12.034

A.E. Abdikarimov, A. Yusupov, A.E. Atamuratov Influence of the
body shape and thickness of buried oxide to DIBL effect of SOI
FinFET. “Technical Physics letters”, 2018, v44, N21, pp.22-28

A.E. Atamuratov, A. Abdikarimov, M. Khalilloev, Z. A. Atamuratova ,
R. Rahmanov, A. Garcia-Loureiro, A. Yusupov, Simulation study of
DIBL effect in 25 nm SOI-FinFET with the different body shape,
Nanosystems: Physics, Chemistry, Mathematics, 2017. 8 (1), p. 71-74
A.E. Atamuratov, B.O. Jabbarova, M.M. Khalilloev and A. Yusupov
“The Self-Heating Effect in Junctionless Fin Field-Effect Transistors
Based on Silicon-on-Insulator Structures with Different Channel
Shapes”, Technical Physics Letters, vol. 47, no. 7, pp. 542-545, 2021.
doi:10.1134/S1063785021060055.

A.E. Atamuratov, B.O. Jabbarova, M.M. Khalilloev, A. Yusupov, A.G.
Loureriro Self-heating effect in nanoscale SOI Junctionless FinFET
with different geometries. 2021, 13th Spanish Conference on Electron
Devices (CDE) | 978-1-6654-4452-1/21/$31.00 ©2021 IEEE | DOLI:
10.1109/CDES52135.2021.9455728.

A.E. Atamuratov, B.O. Jabbarova, M.M. Khalilloev, A. Yusupov, K.
Sivasankaran, J.C. Chedjou Impact of the channel shape, back oxide
and gate oxide layers on self-heating in nanoscale JL FINFET.
Nanosystems: Phys. Chem. Math., 2022, 13 (2), 148-155.DOI
10.17586/2220-8054-2022-13-2-148-155

J.P. Colinge Multi-gate SOI MOSFETs Microelectronic Engineering
Volume 84, Issues 9—10, September—October 2007, Pages 2071-2076
https://doi.org/10.1016/j.mee.2007.04.038

I. Ferain, C.A. Colinge, and J.P. Colinge, Multigate transistors as the
future of classical metal-oxide—semiconductor field-effect transistors
Nature  (London, U.K.) 479, pages 310-316 (2011)
https://doi.org/10.1038/nature10676

A.E.Abdikarimov The Influence of a Single Charged Interface Trap on
the Subthreshold Drain Current in FinFETs with Different Fin
Shapes., Technical Physics Letters, 2020, 46(5), pp. 494-496

D. Vasileska, S.M. Goodnick, and K. Raleva, in Proceedings of the
13th International Workshop on Computational Electronics (Beijing,
China, 2009). https://doi.org/10.1109/IWCE.2009.5091146

S.Liu et al., Self-heating effect in FInFETs and its impact on devices
reliability characterization. IEEE International Reliability Physics
Symposium Proceedings. (2014).
https://doi.org/10.1109/IRPS.2014.6860642.

S. Barraud et al., Scaling of Trigate Junctionless Nanowire MOSFET
with Gate Length Down to 13 nm //2012. IEEE Electron Device
Letters. vol. 33. no. 9. pp.1225-1227.

[2].
[3].

[4].

[5].

[6].

[71.

[8].

(1.

[10].

[11].

[12].

[13].

[14].



Design of a Dynamic Document Circulation System
and 1ts Structure

15t Akbaraliyev Bakhtiyorjon 2"d Babadjanov Elmurod 3 Khalignazarov Rashidjon
Vice-Rector DSc doctoral student Methodist of the educational process
Fiscal Institute under the Tax TUIT named after organization department
Committee Muhammad al-Khwarizmi Fiscal Institute under the Tax
Tashkent, Uzbekistan Nukus, Uzbekistan Committee
ORCID 0000-0002-0798-9670 ORCID 0000-0002-5554-6727 elmurbes@gmail.com

Abstract—This article examines the design of a new In educational institutions, scientific researches were
approach document circulation system in order to improve the  conducted on the technology of processing information flows
efficiency of electronic document circulation systems (EDCs)  of electronic documents and their control systems, the use of
used in the activities of organizations of various scales. In this, available information resources in the formation of necessary
the proposed DFIT system development tasks, design and  documents [6]. The development features of EDCs and the
system organizers are given. This system creates new document  aqvantages of client-server architecture for it, as well as the
templates, edits document data, manages user roles, and  geyelopment of updates for document management systems,
controls information flow based on existing databases of various are presented in [8,9]. The analysis shows that the integration
formats. of software in both directions, i.e, the construction of
document circulation systems based on the database of
information, is almost not done.

2) Methods

The idea of this scientific-practical work is to create a
"dynamic document circulation system" that will create new
document templates based on existing data bases, edit time-
dependent document information, manage user roles and
control information flow. This system is called DFIT
(Dynamic Formation of Information Templates). In this case,
the incoming document is transferred to a template document
on the basis of information bases for the internal system, and
the flow of information between nodes at the executive level
is optimally controlled. A mathematical model for DFIT was
proposed in [5], and this research work is literally its
successor. In order to make the model understandable, the
document circulation activity of the Higher Education
Institution was taken as an example, and the algorithms for
transferring the document to the internal network and
resummarization processes were described in detail. In the
development of this DFIT system, the following sequence of
tasks should be solved:

Keywords—formatting, EDCs, DFIT, database, document
template, information flow

l. INTRODUCTION

It is known that in the activities of any enterprise and
organization, the task of creating various reports and
organizational-administrative documents is often performed.
It is no exaggeration to say that the preparation and formation
of data takes a lot of time of employees. Forming new
documents using existing databases is one of the urgent issues
of automating the process and putting it into practice. Almost
most of the information circulating in electronic document
circulation systems (EDCSs) is repetitive. At the same time,
these data are stored in databases of internal or external
systems. Increasing the effectiveness of the EDCs through the
effective use of this available information is one of the current
issues. Literally, a typical EDCs is mainly aimed at central
management of the exchange of internal and external
electronic resources. That is, operations such as network and
inter-user management and control of their flow are carried
out in the space of files. What we want to say is that the
information world, in particular, there is a great need for
modern dynamic document exchange systems that work with — System infrastructure formation;
new information units using information in the databases of
various systems, and this is a very problematic issue. Because
the first issue is the integration of the new system in place of
EDCs with other permitted systems, the second issue is the — Integration with external system information base;
creation of a dynamic template document with a new approach
to efficient use of external system resources with the

— Designing a database of dynamically expanding and
integrating information;

— Formation of template documents based on the database of

information resources in its information space, and then the informants;
created document editing and management of information — Management of documents, resources and information
units in the internal-external environment is the third issue.. flow based on regulations;
Il.  MATERIALS AND METHODS — Document circulation monitoring;
1) Materials — Creation and implementation of a system based on
Fundamentals, requirements, architectures, analysis of functional modules.
international and national systems, management and control It is clear from the sequence of tasks that the system to be

systems of electronic documents and their internal-external  created has a separate information space, which is connected
network circulation are presented in works [1-2]. Methodsand  to other systems through separate gateways. The difference
algorithms for creating document templates based on the  with the usual EDCs is that it does not only manage the flow
information base, software for exporting/importing data to of files, but manages file information through a single
template files have been sufficiently studied in the work [3,4]. dynamic database.
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I1l.  RESULTS

As a result of the system database creating a separate table
for each document and expanding with the information in it,
the number of information required in a new incoming
document decreases. Because the information in the
documents is repetitive and the form or structure of the
requested information may change without changing its
essence. Now the methods of performing the given tasks will
be studied in detail.

Keep your text and graphic files separate until after the text
has been formatted and styled. Do not use hard tabs, and limit
use of hard returns to only one return at the end of a paragraph.
Do not add any kind of pagination anywhere in the paper. Do
not number text heads-the template will do that for you.

1) System infrastructure

For this, first of all, it is necessary to identify the objects
that make up the system and form information relations
between them. The main organizers of the DFIT system under
consideration include:

— system information space. It includes a database of
dynamic data, static data, and templates for tables and
data records responding to incoming documents;

Template
database

ED
monitoring
module

s

ED and resource pack

A

=2 &
A
Performers Moderator

— information bases of external information systems;
—  system administrator, moderator and users.
Information relations include:

— algorithmic maintenance of creating and editing a
new standard document suitable for the incoming
document based on the database of informants;

— management of the flow of information in the transfer
and retrieval of the standard document in the internal
system between executive nodes, establishing the
principles of copyright information security;

— a parametric set of APIs that integrate with external
databases;

— aninterface that provides time-dependent information
exchange of user roles and authorities in relation to
the current document;

— algorithms and software of information flow and
document management.

The infrastructure of the new DFIT system based on the
mentioned objects and their relationships is proposed as
shown in Fig. 1.

Static

database D81
e
ED template :@:
tools L DB 2
él DB N

Admin

Figure 1. Dynamic document circulation system infrastructure

2) Database

Optimum design of DB with dynamic characteristics in the
system being created is an important task. In the system
information space, DB is divided into the following classes:
static relational DB, DB for dynamically expanding document
records, templates bases, resources, parametric set of APIs
that provide communication with external information
systems. Now these organizers will be detailed.

A) Static database. Static database. Usually, the content
of the incoming documents asks for information about the
organization's activities, and most of the documents repeat this
information. Repetitive information is based on the
organization's structural objects, employees, activity
indicators, etc. In particular, at the level of higher education
institutions, these include reports on education (attendance,

mastering, students of certain parameters), employees
(teachers, staff), departments and departments, scientific
activities and indicators, material support, etc. . Therefore, in
the DFIT system, frequently requested and immutable data are
stored in a separate static database.

B) Database of document templates. In this, information
such as document creation, naming, attached files, requisites,
document notes are placed. The table describing document
attributes is as follows:

Temp_doc, Temp_file and Temp_role.

Temp_doc — dynamic document name, author, text
indicating the essence of the document, its creation and
validity periods, the name of the internal unique table reserved
for the document;
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idT,name, id ;,;0r, text,

Temp_doc ( )
datacreate' dataactiv' dataend' tablename

Temp_file — resources included in the document (files,
multimedia, url links);

Temp_file(idF,idT,url_file, file_name)
Temp_role —assign permissions to users based on roles;
Temp_role (idR, idT, id_rule, type_edit)

T_data — database of document record information
formation. This database consists of 3 parts: information units
obtained from the external DB, obtained from the internal DB
and newly inserted into the document.

T data = {TExte‘rnal TInternal TNeW}
Each part is organized separately:

TExternal_information obtained from external information
system DB ;

TExternal (idE' idT' idsystem' idtable' idcollumb '>

where, order, group, type, name

Tmternal_jinternal DB is static and performed according
to pre-created templates;

ldl, ldT, idTold! idcollumb:

TInte‘rnal ( )
where, order, group, type, name

TNew_ categories of attributes and information that are
newly added to the template.

TNeW (idN, idT, type, name, interval)

C) database of document records. The internals of the
above T_data database are created when creating templates.
However, after the template is created, all the specified
columns will be transferred to a newly created single unique
table. That is, the resulting dynamic table name is reflected in
the table (Temp_doc) representing the dynamic document.
Templates are created separately for each document, and
although previous templates can be used in this process, the
tables attached to it are new in terms of writing. So, the
T_data parameters can be expressed as:

ext ext
TEx, ..,

Nextigr’
— 7TidT int int
Tpara = Taata | i e Nintigr» |’
Tnew new
1 » = ENnewiqr
where Next;yr =0, Nintizr =0, Nnewyr =1

conditions are satisfied. Because the current document may
not use external and/or internal DB. However, it is required to
enter at least one new information in the new document. In
particular, let's imagine that the system is not connected to an
external DB. In this case, only an empty table with new
column(s) is presented in the very first document, and the
template from the first document and the tables created for it
can be used when creating the second document. This is the
extensibility and dynamic nature of DB, where the number of
different T_data tables increases.

As a result of dynamic T_data construction, the data
obtained from internal/external DB is selected based on
certain conditions and recorded in the T_data table. As a
result, a semi-finished table appears. That is, the table fields
selected as initial data will contain relevant entries, but the
newly entered field elements will be empty. The main one is
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editing (insert, update, delete - a new entry, updating and
deleting) on these initial records within the system user roles..

D) API parameter set. A software base that describes
receiving the necessary data from external information
systems (servers) and their authorized DB sectors to the
internal system (client). Simply put, there are many types of
external information receiving systems and information
obtained from them. Information about the API (system name,
address, APl parameters) is stored in this database. API
parameters are not in the form of a relational table, but rather
an ordered set of code that stores the formats for requesting
and receiving responses from authorized servers.

3) Integration with external system DB

This is mainly done in one of two ways: API and parsing.
When creating new template documents in the DFIT system,
if the attribute information necessary for the initial incoming
document is available in internal and/or external systems, then
it is necessary to contact the external system. It should not be
overlooked that the parsing or API features and structures that
provide information for sending requests to external systems
are different. It uses the request-response principle for the
API. For parsing, the url address of the system with an external
web interface has open data and the principle of information
structures (fragmentation, use of symbols) is used. In both
these principles, the attributes are reflected in the local DB.
The parsing algorithm consists in the fact that data with a
structure or pattern in a certain url address is scanned using
special algorithms and the results are recorded in the DB after
processing.

An API can generally be thought of as enabling the
exchange of information between two systems. An APl is a
set of routines, protocols, and tools for building web and
mobile-based applications. The API defines how to
authenticate (optionally), request and receive data from the
API server. When used in the context of web development, an
API is typically a defined set of HTTP protocol request
messages, along with a definition of the response message
structure. Web API allows multiple services to be combined
into new applications known as hybrid applications.

Currently, many information systems offer a special API
list for other information systems to freely use their open data.
For example, the HEMIS platform, which is widely
implemented in HEIs of the Republic of Uzbekistan, has an
APl for integration with other information systems
(https://student.karsu.uz/rest/docs#).

Tool for creating templates. This program, which is
important in the DFIT system, performs the task of converting
incoming documents into a template document form for
internal document circulation through visual observation. A
separate relational table is automatically created for each
template document. This table stores the information
requested in the content of the incoming document in
attributes. Executors edit the entries in this table based on their
permissions. The business process of creating a template
document is given in BPMN notation (Fig. 2). The flow chart
mainly consists of three sections: database, template editing
and toolbar. The process of creating template documents
consists of four stages: initial and prepared document,
templates, static data, API parameters. In the process, actions
are carried out in the following sequence:
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Figure 2. Scheme of the process of forming standard documents

Template. The authorized person gets acquainted with the
content of the incoming document. He chooses one of the
standard templates or previous document templates that are
suitable for him. Re-edits the selected template through the
tools panel. Here, templates are linked to separate tables in the
system DB. The user can temporarily save and edit the
template.

Static DB. Appropriate attributes from tables in static DB
can be attached to the selected template. In this case, if more
than one table data is used, the system automatically creates
an INNER JOIN SQL query through the appropriate key
attributes. If the key attributes don't match, it puts the
responsibility of linking the tables on the moderator and calls
a convenient interface for the SQL query on it. Usually, all
tables in a static DB are interconnected. A new attribute for
the template is created through the toolbar, and data
classifications are defined and boundary conditions are
entered. Also, given that there is a lot of information in the
attributes selected from the static DB, this stage interface has
the ability to sort the ones that are needed for this document.

API. As mentioned earlier, APl parameters are placed here
in the form of a separate list for integration with other systems.
In this case, the user selects the necessary system and an API
that receives a set of data from it. There are several attributes
in the API request, and just like static DB, their selection and
sorting operations are performed from the toolbar.

Finish. At this stage, the created template is approved and
written to the template database. The table attached to the
approved template document is filled with initial information.
This information comes from; 1) select a previous document
template for the current template (since previous template
documents will be connected to separate tables), 2) static DB
and/or 3) API. According to the request of the moderator, the
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data of the formed template table can be deleted. The approved
template document is sent to the next module to define
regulations and executors in the internal system.

Internal document circulation unit. First of all, a
regulation is established for the template document. This stage
is mainly performed by the office and sent through the system
to the person responsible for whistleblowing. The process and
algorithms of transferring the document to executives in the
internal structure of the organization and summarizing the
finished document are studied in detail in [5]. BPMN notation
was used to form a business jaroon for internal document
circulation (Fig. 3). The scheme consists of two blocks: EDCs
(external) and DFIT (internal).

If the EDCs block describes the arrival of the initial
document and the exit of the finished document, the DHAT
block consists of actions from converting the initial document
into a template to its internal document circulation system.
The endorsement section begins with the analysis of the
administrative document's content. With the help of a
specially developed software module, the document is
modeled on the basis of databases and it is approved and
transferred to the internal EDCs system. This section contains
information about the database of pre-formed templates, the
static database that is often used in the system, and the API
parameters that provide integration for obtaining data from
external systems via API during modeling.

The internal EDCs department consists of the actions of
the regulated transmission of the document to the internal
nodes and their generalization and transfer to the external
EDCs block. These actions, in turn, are based on the database
of objects and subjects, users and their roles of influence on
this document in the system.
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Figure 3. The scheme of the process of documents and systems

IV. CONCLUSION

Thus, EDCs is the "blood circulation system" of the entire
business process. This significantly saves time and positively
affects the work of the organization. Work efficiency can be
increased in two ways: reducing costs or increasing results.
EDCs documents allow achieving two goals at the same time.
That is, the implementation of the system allows the
organization to spend less money and achieve more
productivity. Cost reduction is carried out by reducing paper
costs, avoiding excessive time, speeding up the process of
information exchange, and changing the corporate culture.
Above, the tasks in the organization of the DFIT system were
performed according to the sequence. As a result, the
infrastructure of the system, multi-disciplinary DB, means of
integration with external systems, the tool for creating
standard documents and the processes of movement of the
document in the internal system were studied in detail.
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Abstract— The formation of features of speech signals
is the most important aspect of speech recognition and
person identification by voice. Speech signals are complex
waveforms that convey information through changes in
acoustic properties such as frequency, amplitude, and
duration. These features are essential for both human
perception and machine speech processing.

This article describes the stage of forming features of
a speech signal, which is considered one of the important
stages of processing and analysis of speech signals. In
addition, based on experimental studies, a feature
generation algorithm has been proposed for use in
recognizing speech commands in the Uzbek language and
a comparative analysis of recognition speed has been
carried out.

Keywords— speech signal, feature, Mel-frequency
cepstral coefficients (MFCC), discrete cosine transform
(DCT), Fourier transform (FT), amplitude, frequency,
normalization, filter, spectrum.

l. INTRODUCTION

The process of understanding human speech is a complex
and multifaceted endeavor that lies at the heart of various
technological applications, from voice assistants and
automated transcription services to linguistic research and
communication systems. At the core of this intricate process
is the formation of features within speech signals, a crucial
stage that enables us to decode spoken language effectively.
This article explores this pivotal aspect of speech signal
processing, shedding light on its significance in the broader
context of speech analysis.

The formation of features within speech signals is a
fundamental step that involves the extraction of key
information from the raw acoustic data. These features serve
as the foundation for numerous applications, including
speech recognition systems, emotion detection, and dialect
identification. They allow us to decode the nuances of
spoken language, discerning phonetic patterns, prosody, and
speaker-specific characteristics.

One of the notable contributions presented in this work is
the development of a feature formation algorithm tailored for
the recognition of speech commands in the Uzbek language.
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As languages differ in their phonetic structures and acoustic
characteristics, the creation of language-specific algorithms
becomes essential for accurate and efficient speech
recognition. Furthermore, the article offers a comparative
analysis of this algorithm's performance, focusing on
recognition speed, based on rigorous experimental studies.

This research not only highlights the importance of
feature formation in the broader realm of speech signal
processing but also demonstrates its practical application in a
specific linguistic context. By delving into the intricacies of
speech signal formation and showcasing the results of
empirical investigations, this article provides valuable
insights into the ever-evolving field of speech analysis and
its real-world implications. It underscores the continuous
pursuit of improving our ability to understand and interact
with spoken language, transcending linguistic boundaries
and enhancing communication across diverse cultures and
languages.

Speech signal processing is important for automatic
speech recognition, speech recognition and other speech
systems. Mel-frequency cepstral coefficients have been
widely used in speech system design for many years, but
Mel-filter banks have been increasingly used in recent years.

Il.  LITERATURE REVIEW

The research paper [1] analyzes of the methods of linear
predictive coefficient - LPC and MFCC, perceptual linear
prediction - PLP, wavelet transform - WT, relative spectral
PLP - RASTA-PLP and considers the strengths and
weaknesses of each method. Among them, it is stated that
FFT, LPC and MFCC methods have high computational
complexity, and Wavelet-based methods show high
efficiency.

In the article [2], MFCC, LPC, LPCC, LCF, PLP, and
DWT six feature extraction methods are analyzed, and their
relationship with time calculation speed and noise exposure
level is described. It shows that MFCC, LPCC and PLP
methods are effective in speech recognition in terms of
computational time.

The article [3] proposed an approach based on machine
learning at the feature extraction stage, which is important in
speech recognition processes, which enables real-time


mailto:n_nilufar@mail.ru
mailto:bn_samijonov@mail.ru

operation in the smart city project. In this approach, the
MFCC method was also used, as a result of which the
calculation time was relatively reduced.

In [4], the accuracy of speech recognition of English and
Punjabi words was increased using the Markov model. At
first part of the research, the MFCC method was used for
feature extraction and the k-folded method and Baum-Welch
algorithm were used for signal training in the second part.

In the article [6], the issue of recognizing Chinese words
in speech was studied, the fusion speech feature extraction
method was used by reducing the size of Mel features, and as
a result, it was shown that this method gives better results
than the MFCC method.

Many researchers have studied the issue of voice
recognition and analyzed the methods of feature extraction
[5,7-9]. Among these methods, the MFCC method is more
cited and shown to be effective.

I11. ALGORITHMS FOR EXTRACTING FEATURE FROM A SPEECH
SIGNAL

These algorithms for extracting feature from a speech
signal consist of similar steps in which Mel filter banks are
considered in both cases. Additional steps are taken to
calculate the MFCC.

The signal is passed through a pre-processing filter, then
split into partially overlapping frames, a windowing function
is applied to each frame, and a short-time Fourier transform
is performed on these frames [10-12]. The power spectrum
and filter bank are then calculated.

Applies DCT to the Mel filter bank to determine the
MFCC feature vector. In this case, the obtained coefficients
are discarded. At the last step, the vector is normalized
according to the mathematical expectation [13-15]. These
steps are standard on almost all ASR systems [16].

To perform the sequence of steps described above, a
single-channel 16-bit speech signal with a frequency of
16000 Hz was received in wav format. The duration of the
signal is 3.5 seconds and the phrase "Time is the Great
Trainer" is pronounced in it. The file name is "8_57931.
wav", where the first part of the file name corresponds to the
identification number of the corresponding text in the text
base. The raw speech signal is shown in Fig.1.

One of the stages of speech signal analysis is pre-
processing, in which high-frequency amplification is
performed. Performing this action is useful because it solves
the following problems:

- balancing the frequency spectrum because higher
frequencies have less amplitude than lower frequencies;

- to avoid problems with the numerical value that can
occur with the Fourier transform;

- can increase the signal-to-noise ratio.

Speech signal (waveform)

700 T T T " - T 857931 mav
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Fig. 1. Samples of the speech signal
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A first order pre-processing filter is applied to signal
X(t) as follows:

y(t)=x(t)—ax(t-D), 1)

where X is the filtration coefficient, usually taken equal
to 0.95 or 0.97. Despite the simplicity of this expression and
software implementation, the above factors have a positive
effect on system performance.

The representation of the preprocessed speech signal in
the time domain is as follows:

Speech signal (waveform)
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Fig. 2. Processed speech samples

The preprocessed speech signal is divided into short time
frames. The purpose of this step is to treat the signal as
stationary without taking into account the change in
frequency over time by dividing it into short-term fragments.
If the FT is performed for the entire signal, the frequency
contours may disappear [17]. In such short-term frames, can
get a good approximation of the signal frequency contours.

The result of the Fourier transform for the total signal is
generated by combining the results for these frames.
Typically, in speech processing, frames in the range of 20ms
to 40ms are captured with an overlap of 50% (+/-10%). The
most common settings are a frame duration of 25 ms and a
frame shift of 10 ms (15 ms frame overlap). The window
image function is then applied to the frame. Examples of
such functions include Blackman, Kaiser, Hann, Hamming
and other functions. The Hamming function is usually
widely used and its form is expressed as follows:

ofn]=054-0a6a 277 |

where 0<N<N-1, N window length. The graph of the
above expression looks like this:
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Fig. 3. Hamming window

FT and power spectrum. In this case, a short-time Fourier
transform is performed on the samples in each flipped frame,
and the power spectrum (periodogram) is calculated using
(3). Typically, the value of N is taken to be 256 or 512. In
Fig.4 shows the power spectrum.
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Fig. 4. Power spectrum (periodogram)

Bank of filters. The last step in the filter bank calculation
is the application of triangular filters, in which the number of
filters is 40. These filters are used to separate the frequency
bands from the power spectrum on the Mel scale.

The Mel scale reflects the non-linearity associated with
the fact that the human ear is better at distinguishing low
frequencies and harder at high frequencies. In this case, the
transition from frequency to mel-scale is carried out by the
following expressions:

B f
m= 2595@(“%]

f= 700(10"V2595 —1)

(4)

Each filter has a triangular in shape and is equal to 1 at
the center frequency of the filter, as shown in the figure
below.

uuuuu

Fig. 5. Mel filter bank

The filter bank can be modeled using (5).

Hm(k)={0k<f(m—1) - k= FMD) ¢ (1) <k< £ ).

(m)-f(m-1)

M m)<k<T1(m+ >T1(Mm+
e rm) (k<) 0k f(med)

.1 k=f(m) ®)

The spectrum obtained by applying a bank of filters to
the power spectrum (periodogram) is shown in Fig.6.

Spectrogram (MSFB)
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Fig. 6. Mel-scaled filter banks

If Mel-scaled filter banks are used for recognition, then
these features can be normalized.

MFCCs-Mel-frequency Cepstral Coefficients. There is a
strong correlation between the filter bank coefficients
calculated in the previous step, which can cause various
problems for some machine learning algorithms. Therefore,
the DCT is used to decorrelate the filterbank coefficients and
to obtain a compressed description of the filterbank. Usually,
for automatic speech recognition (ASR), cepstral coefficients
from 2 to 13 are kept, and the rest are discarded, and their
number is 12. The remaining coefficients are discarded
because they reflect rapid changes in the filter bank
coefficients. These coefficients do not improve recognition
accuracy, but reduce the speed of calculations.

Sinusoidal signal amplification is applied to MFCC to
improve recognition accuracy in dynamic speech signals. In
Fig.7 shows a spectrogram of the MFCC features.

Spectrogram (MFCC)
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Fig. 7. Mel-frequency cepstral coefficients

Normalization. To increase the signal-to-noise ratio and
balance the spectrum, it is necessary to calculate the
mathematical expectation of the obtained coefficients for
each frame and normalize them. Figure 8 and Figure 9 show
the normalized Mel-scale filter banks and spectrograms of
MFCC.

To improve the signal-to-noise ratio and spectrum
balancing, it is necessary to calculate the mathematical
expectation of the obtained coefficients for each frame and
normalize by this value. In Fig.8 and Fig.9 show normalized
Mel-scaled filter banks and normalized MFCC feature
spectrograms.

Spectrogram (MSFB)
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Fig. 8. Normalized Mel-scaled filter banks
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The proposed algorithm Al for extracting speech features
and identifying informative features includes the following
steps:

1-step. The speech signal is pre-processed.
y(t)=x(t)—ax(t-D), (6)
where X(t) - speech signal, & - is the filter coefficient,

which is usually taken as 0.95 or 0.97.

2-step. Window processing is performed using the
Hamming function:

wn|=054-046005 277,

where 0<N<N-1, N window length, typically 400
samples for a speech signal with a sampling frequency of 16
kHz.

3-step. FT and power spectrum calculations are (8):

(7

2

-2k
Sxwie
P=1= : 8
N (®)
where X, — I—frame of the X signal. In this case, the value

of N is usually taken as 256 or 512. N=256 were obtained in
the work.

4-step. A transition from frequency to mel scale is
performed. In this case, the transition from the frequency to
the mel scale is carried out by the following expression

f
m=2595log(1+ﬁoj, f =700(10"*-1).  (9)

5-step. The trained neural network encoder is fed filter
bank features, i.e. the neural network input is given Mel-
scaled filter banks of 60 feature vectors per frame.
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Fig. 10. Layers separating speech features

6-step. The process of identifying informative features is
performed [28-37].
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7-step. Recognition is in progress. In this case, the
resulting set of informative features is transferred to the
classification algorithms of a fully connected neural network
or machine learning.

With the help of this algorithm, a significant increase in
the speed of recognition of speech commands has been
achieved by distinguishing features and identifying
informative features. This is based on the fact that the
number of features used in recognition decreases, and the
number of parameters in the fully connected layer of the
neural network decreases by an average of 1.7 times. This is
reflected in the table below.

TABLE I. COMPARATIVE ANALYSIS OF FEATURE EXTRACTION
ALGORITHMS
Feature Recognition | Recognition The number of
Extraction accuracy Time (ms) parameters in the
Algorithm recognition layer
MSFB 82 3.21 27 648
MFCC 79 4.63 27 648
Al 82 2.06 16 262

IV. CONCLUSION

In this article, the calculation steps of filter banks and
MFCC coefficients have been discussed on their motivation
and implementation. All calculation steps of filter banks are
based on the nature of the speech signal and human
perception of them. Conversely, since some machine
learning algorithms have limited capabilities, additional steps
are required to calculate the MFCC. The filter bank
coefficients are generated based on the DCT. In particular,
Markov models with Gaussian hidden mixture models
(GMM-HMM) were very popular when MFCC was widely
used, and MFCC and GMM-HMM developed in parallel,
and became a standard method for automatic speech
recognition (ASR). After applying deep learning to
automatic speech recognition systems, the question arises
whether MFCC s still the right choice, since deep neural
networks are not very sensitive to highly related input data,
so the step of applying a DCT is optional. It is important to
note that the DCT is a linear transform and is therefore
undesirable because it removes some highly nonlinear
information in the speech signals. Here another important
question arises: is the Fourier transform a necessary
operation? Since this transformation is linear, it can be
omitted and it is advantageous to train directly from the time
domain signal. Currently, in some works this has already
given positive results. However, Fourier transform has a
complex training operation and increases the amount of data
required to achieve the expected result and complexity of the
model. In addition, when performing the short-time Fourier
transform (STFT), the signal is assumed to be stationary for a
short time, and therefore the linearity of the Fourier
transform does not pose a serious problem. Mel-scaled
filterbanks and MFCC computation procedures are reviewed.
If machine learning algorithms are not sensitive to highly
related inputs, then it is appropriate to use Mel-scale filter
banks, otherwise using MFCC can provide higher speed and
accuracy.
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Abstract— An important element of the national innovation
system is the scientific and technical information system
(STIS). The innovative path of state development directly
depends on the level and variety of forms of development of
STIS, in particular, on the development of important
components such as information flow and resource
management in scientific and technical directions. The state
scientific and technical information system is an interconnected
system of organizations that carry out scientific and
information activities based on a certain agreed division of
tasks. Innovative processes in countries must rely on a reliable
and solid scientific and technical base based on a unified
national scientific and technical information system. It is
required that national information systems integrate both state
and commercial scientific and information structures. This
article is devoted to the development of the national scientific
and technical information system, it contains information on
the general structure of the system, the principles and
departments of the information system, and their use.

Keywords— scientific sphere, automation, innovative
development, region, monitoring, assessment, information and
analytical system, intellectual analysis of data.

l. INTRODUCTION

An important element of the national innovation system
is the scientific and technical information system (STIS).
The innovative path of state development directly depends
on the level and variety of forms of development of STIS, in
particular, on the development of important components
such as information flow and resource management in
scientific and technical directions. The state scientific and
technical information system is an interconnected system of
organizations that carry out scientific and information
activities based on a certain agreed division of tasks.

In recent years, the Ministry of Innovative Development
has been leading in the formation of scientific and technical
information sources in Uzbekistan. Scientific and technical
information sources are usually embodied in STIS and they
include scientific and technical libraries, institutions,
enterprises and organizations. Scientific and technical
information is important in the general information flow of
the society, and it serves the development of the state
economy. Therefore, in many countries, great attention is
paid to the creation and development of the scientific and
technical information system, that is, to the development of
automated systems that store, process, analyze, and
conveniently present information to users.

XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE

Information-analytical systems (IAS) allow to improve
management  procedures and increase management
efficiency in the organization. IAS collects data from
various sources, processes it, and compiles it into reports for
the user to make quick decisions.

The innovative development of organizations and
enterprises, regions and other economic entities occupies
one of the most important places in the economic and
technological development of the state. A developing
society and economy requires the introduction of new
approaches to various aspects of human activity. The rapid
development of innovative processes shows the level of
development of the country's entire economy, including the
readiness of regions, enterprises and organizations to create
new technologies and products.

Today, the concept of the development of science and
innovative ideas has been successfully adopted and
implemented in many countries, including Uzbekistan. For
the successful implementation of scientific and innovative
ideas, it is necessary not only to promptly intensify the
scientific and innovative activities of research institutes and
higher educational institutions, but also to constantly
monitor such activities, evaluate their results and predict
their effectiveness.

The Ministry of Innovative Development carries out
annual monitoring of enterprises and organizations on the
implementation of the state scientific-technical and
innovation policy. It must be based on the application of
systematic analysis and targeted analytical research based
on statistical data collected over the years to evaluate
innovative development. Monitoring is used for these
purposes. The information required for monitoring is often
not primary, but is calculated through other indicators that
take into account the current state of the organization.

If you look at it from the point of view of fully
automating the process of collecting and analyzing report
data, you can see many gaps. In some cases, it is required to
re-enter the information manually in the automated systems
of information recording and storage. This problem is
solved in modern information-analysis systems [1, 2].

The legal regulation of the relationship between
scientific or scientific-technical subjects, authorities and
public administration and consumers of scientific and
technical products, including works and services, has been
strengthened by the law introduced in our country.
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At the same time, the Ministry of Innovative
Development is working to increase state spending on
promising fields and priority scientific and practical
research, and to bring national science to the global level.

Innovative processes in countries must rely on a reliable
and solid scientific and technical base based on a unified
national scientific and technical information system. It is
required that national information systems integrate both
state and commercial scientific and information structures.

Il.  1AS STRUCTURE

Effective data storage in modern IAS is provided by the
availability of various data sources in IAS. The task of
processing and combining information is solved by means
of data acquisition, transformation and loading.

In modern information and analysis systems, it is
required to divide the steps of data collection, preprocessing,
data retrieval, exchange, loading, data storage, data
presentation, data analysis, and web portal [3].

The main stages of the scientific IAS are considered
below, and the national IAS was developed based on them

(Fig. 1).

ILMIY-TEXNIK AXBOROT TAHLIL TIZIMI ELEKTRON
PLATFORMASI

tagn

Pt

Fig. 1. Login window

Data collection and primary preprocessing. The first
stage of ATT consists of information oriented to the
collection and processing of primary data used in the
organization's  daily  activities.  Nowadays, many
organizations have created ATTs that demonstrate their
scientific activity. However, not all organizations make full
use of them or do not have ATT. The set of transactional
data sources for the socio-economic development of the
scientific field forms the lower link of the ATT structure.

Get, change and load data. Modern IASs use special
tools to retrieve, transform, and load data. In the
preprocessing step, all necessary calculations are performed
and the data is cleaned.

Data storage. The third phase of the IAS architecture
includes the "data warehouse”. In this, a data warehouse
stores data sources for storage and analysis. The analysis is
carried out using modern hardware and software tools of
data analysis.

Distinctive features of data storage are: relatively small
and partial adjustments to a lot of data, periodic and
frequent updating of data, a single and common approach to
naming and storing data, regardless of how they were
originally generated.

The data storage is one of the main parts of the IAS
architecture, which is an integral source of data for a
complete analysis of all data.

Providing information. This stage is the fourth stage of
the IAS architecture, in which targeted information analysis
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is performed. Here the presentation is compiled using data
from the storage.

Data analysis. The next stage of the IAS architecture
includes modern hardware and software, which makes it
possible for the highest authorities of the state to fully
analyze information in real time. These tools improve
efficiency in managing and analyzing big data; based on the
analysis, optimal conclusions and informed decisions are
formed, more accurate forecasts are made and the number of
erroneous decisions is minimized.

Data mining tools are used by analysts to access data,
display it, perform multidimensional analysis, and generate
reports. It should be noted separately that 1AS is the only
system of socio-economic development of the scientific
field, which allows effective management of the
development of the scientific field. In this case, data
analysis must be carried out using modern analysis
technologies and tools [4] . During the creation of this
system, the information in Uzbek language was eliminated
from errors, noises and interferences using the program
developed by the authors [5-13], and then placed in the
system.

Web portal. The development of the IAS architecture led
to the widespread use of Internet technologies. Currently,
the Website and web portals are playing an important role in
the IAS architecture. The use of a web portal makes it
possible to quickly provide data to users or analysts
anywhere in the world in real time.

To monitor an organization, a well-designed and formed
web portal is required. By registering, the user has the
opportunity to easily and simply enter data into the system,
and after that he will immediately receive the results of the
analysis of the input data. Fig. 2 shows the registration
matrix of the national I1AS created.

Tizimda ro'yxatdan o'tish
Login o'ylab toping*

user

Parol o'ylab toping®
Telefon = E-mail *

Familiys * Tsm* Otasini ismi *

Jinsi * Millati * Fugaroligi *

Erkak - O'zbek - O'zbekiston -

Tug'ilgan sanasi ™ Tug'ilgan joyi * JShShIR *

AD-MM-TTTT [m]

“Yashash hududi * ‘Yashash Manzili *

Toshkent shahar v
Ish jayi *

O'zbekiston Respublikasi Axborot texnologiyalari va kommunikatsiyalarini rivojlantirish vazirligi
Ba'lim = Lavazim* Ish stavkasi *

1 v

Ro'yxatdan o'tish

Fig. 2. Registration window

After providing the official results, you can immediately
see the results of the information analysis on the portal. But
any registered user will not be able to see the analysis
results. An example of the result of information analysis,



which was obtained using an opaque web portal, is shown in
Fig 3.

Fig. 3. Information on regions

First of all, IAS is a means of scientific substantiation of
management decisions. Decisions should be formed on the
basis of a comprehensive analysis of the development of
science, trends, and scientific field.

It is known that the tasks of data analysis, modeling and
forecasting are quite complex. Sometimes it is required that
the data stored in a data warehouse should be open to
registered users and the necessary tools should be developed
by the scientific community in accordance with the principle
of open systems.

I1l.  THE PRINCIPLE OF INFORMATION SYSTEM OPERATION

The "scientific-technical” information system has a user-
friendly interface, and access to the system is carried out
through a password-login or OnelD (Fig. 1).

If the user is not registered in the system, he will register
by entering the information shown in Fig. 2.

The user interface is a set of communication tools, which
provides a joint action between the user and the system.
That is why it is an element of the information system and
gives an idea about the system.

The following problems may arise when developing a
user interface:

- absence of specific requirements for the user interface
in the technical assignment. This requires a system reset
many times;

- the absence of a clear structure of the user interface. It
does not allow you to schedule work when creating a
system;

- change of system elements and its development. This
requires adapting the user interface, but it is not always
possible.

In order to overcome the above problems, it is necessary

to apply adequate methodological approaches.

During the development of the user interface, the
following very important and big issues should be solved:

-definition, analysis and research of

requirements for the user interface;

general

- definition of user model and scenarios of the interface;
- introduction of user interface;
- testing and quality assessment.

Depending on the chosen model, these steps can be
repeated many times during the system life cycle. During
the implementation of the first two stages, the system
structure must be perfectly created and the basic
requirements defined. When building a prototype of the user
interface, the main functional aspects of the information
system and the initial approaches of the user interface must
be shown. The created prototype allows to obtain solutions
up to the stage of system creation.

And in testing, it is possible to evaluate the system
together with testing by involving different users. This
allows you to properly organize the user interface. This
process is carried out iteratively, which allows to eliminate
errors in iterations.

The home page provides information on:

1. Organizations. On this page of the scientific and
technical information analysis system, you can get a brief
description of the scientific organizations operating in

Uzbekistan and their structure and management,
departments, employees, the number of projects
implemented by the organization, patents, scientific

laboratory equipment, and information about the degree
programs in the organization. You can also get acquainted
with short statistical information.

2. Scientific staff. This page of the scientific and
technical information analysis system is devoted to basic
information about researchers working in scientific
organizations, their information about their place of work,
academic degree and title, publishing, patent and scientific
activities, participation in state and foreign projects, as well
as work experience employees, h-index and brief statistical
information about employees.

3. Projects. This page contains information about current
and implemented projects and their detailed processes,
executive organization, name of the project, scientific
direction of the project, project manager, announced type of
the project, project code, project start and completion date,
and the amount of funding. It is also possible to get
acquainted with the thematic topic of the project, project
application, technical expertise report, scientific expertise
report, scientific and technical council report, ministerial
board report, Minister's decision, project contract,
monitoring result and project report documents.

4. Publishing activity. This page is devoted to
information about scientific  articles, monographs,
educational methodical manuals and theses published in
national and foreign countries by scientists working in
scientific organizations.

The database structure for these sections of the home
page is fully formed and they have interconnections (Fig. 4-
5).
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"Organizations" section. The section includes a list of
scientific organizations and universities with a filtering and
search module based on specified necessary parameters,
which contains more than 60 indicators.

Through this page of the scientific and technical
information analysis system, you can get acquainted with a
brief description and structure of scientific organizations
operating in Uzbekistan, management, departments,
employees, patents, scientific laboratory equipment, fellows,
as well as projects implemented in the organization and
brief statistical information about the organization (Fig. 4-
5).

TASAdmir

Tashkilotlar

Fig. 4. Scientific organizations page

IAS

Rahbariyat
Toshkent Axborot Texnologiyalari Universiteti

Fig. 5. Management page of scientific organizations

Through the infographic located at the bottom of the
page, the scientific staff working in the organization (Fig.
6), the ongoing projects, available scientific publications,
the contingent of the organization and general information
about the organization are placed in it (Fig. 7).

IAS Boansanta  Tastksatar mRsdmiar  Lopnsar Nownris sacmt
Toshkent Axborot Texnologiyalari Universiteti
- sls -
9 a2 =S P

] B 58 n

Tashkilotning xodimiari

Fig. 6. Information about employees of the organization
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Fig. 7. Diagrams of scientific organizations page

"Scientific staff" section. This section consists of 15
parameters, it will consist of a list of academic staff with
filtering and search function according to the required
parameters.

Contact information is displayed as a separate section
where the section is visible and consists of the following
fields: address, index, phone number, alternate phone
number, fax, e-mail address, website.

Buttons (recordable actions):

- "List of projects" button goes to the list of all projects
where this researcher is named as an author or co-
author;

- The "Print Data" button sends the displayed data to the
connected printer for printing. You can also use the
download function in the form of a PDF document.

"Publishing activity" section. From this section of the
scientific and technical information analysis system,
information about the scientific articles, monographs,
educational manuals and theses published in national and
foreign countries by scientific staff working in scientific
organizations in Uzbekistan can be obtained based on the
principles presented in the work.

-
<«
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Fig. 8. Publishing activity window statistics section

IV. ACKNOWLEDGEMENTS

The work was carried out within the framework of the
innovative project No. 1-2021-76 on the topic "Development
of the electronic platform of the scientific and technical
information system" presented by the Ministry of Innovative
Development of the Republic of Uzbekistan.

Conclusion
The results of the research and analysis carried out by
the authors of the article revealed that the 1AS created for
each ministry has the main features characteristic of modern
information and analysis systems, but the following
shortcomings exist in the existing 1AS.

The completed formalization and the defined requisite
composition of information objects in the main areas of
activity of scientific organizations laid the groundwork for
the development of their information model and the
National scientific and technical intellectual information
system of the Republic of Uzbekistan. This system provided
the following:

- rapid acquisition and analysis of integrated statistical
information about the types of products received, storage
documents and publications:

- in different time periods;
- in the section of individual organizations;
- in the field of science;

- in terms of priorities of the innovative development
strategy;

- by types of scientific research (fundamental, applied,
innovative);

- on the implementation of scientific and technical
programs;

- preparation of analytical data on the effectiveness of
scientific researches for state administration bodies, as well
as the entire scientific community. All this allows for the
centralization of scientific and technical data collection,
monitoring and analysis, as well as helps to make timely and
accurate decisions based on complete and reliable
information, simplifies the coordination of research
organizations and the optimization of the use of resources
allocated to science and innovation. In addition, it allows to
identify development trends and growth points, as well as
commercially attractive results of the research.

The introduction of this information-analytical system
into the regional management system allows to increase the
quality of information-methodical supply in the study and
analysis of innovative development. This serves to make
adequate, effective management decisions. The developed
system includes several important aspects, i.e. statistical and
analytical data collection, storage, and processing stages.
This system allows to monitor and evaluate the innovative
development of the region by implementing effective
technologies, management mechanisms in the specific field
under study, i.e. state regulatory measures in this field.
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Abstract— Speech is a method of information exchange
between people, produced by a speech apparatus and
transmitted in natural conditions through sound waves. In
voice communication, the space where the speech information
is located in the signal is called the speech active area. Intervals
that do not contain speech information, regardless of the
presence or absence of background noise, are called
intermediate stops.

Speech recognition and speech-to-text stoppages present
many challenges. In particular, it reduces the speed and
efficiency of the algorithm. In order to eliminate these
problems as much as possible, methods and algorithms for
determining the active area of speech are used.

Most of the algorithms for extracting the active part of
speech are commercial and closed. The main problems of the
existing VAD-algorithms are their unreliable performance in
the presence of background interference and the need for large
computing resources. The article analyzes the methods and
algorithms of voice activity detection and proposes a neural
network model based on deep learning. Based on them,
software was developed and tested in experimental studies.

Keywords— speech signal, amplitude, energy, field,
recognition, background, noise, threshold, voice activity
detection, VAD, deep neural network, identification, feature,
model.

l. INTRODUCTION

In recent years, a lot of attention has been paid to the
implementation of artificial intelligence technologies all over
the world. One of the main areas of artificial intelligence is
the area of person and speech recognition based on the
speech signal. At the moment, voice recognition systems are
developing rapidly in motion pictures. The main reason for
the development of these systems is the increasing demand
in areas such as biometric search, voice verification of
passengers and drivers, restriction of access to information
using voice biometrics.

Voice-based speaker recognition systems are less
expensive than other biometric recognition systems. They do
not lag behind other recognition systems in terms of
reliability, and are higher in some indicators. For example, in
relation to systems for recognizing a person based on his
image.

XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE

Speech is a method of information exchange between
people, produced by a speech apparatus and transmitted in
natural conditions through sound waves. In voice
communication, the space where the speech information is
located in the signal is called the speech active area. Intervals
that do not contain speech information, regardless of the
presence or absence of background noise, are called
intermediate stops.

Speech recognition and speech-to-text stoppages present
many challenges. In particular, it reduces the speed and
efficiency of the algorithm. In order to eliminate these
problems as much as possible, methods and algorithms for
determining the active area of speech are used.

In the literature, the algorithm for determining speech
activity time limits is called VAD (Voice Activity
Detection). Usually, the VAD algorithm is used to divide the
signal into two active A (activity) and S (silence) segments

(Fig. 1).
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Fig. 1. The result of determining the limits of speech activity

The VAD algorithm was one of the first to be
successfully used in the GSM (Global System for Mobile
Communications) standard cellular radio communication
system [1]. In this case, speech processing according to the
principle of discrete transmission DTX (Discontinuous
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Transmission) allows to connect the transmitter during the
duration of the user's active speech and to turn it off when it
is stopped or when the conversation ends. DTX is driven by
a VAD detector, which is used to detect and separate speech
and non-speech intervals even when the signal-to-noise ratio
is below 0 dB. In GSM systems, the VAD detector plays an
important role in reducing consumption, because the speech
activity of the speaker in a monologue is less than 50% on
average, and in a dialogue, it allows to reduce the active
conversation period of the participant to 30% [1].

VAD algorithms face many problems in the presence of
significant background noise, in such situations it is
recommended to use more sophisticated approaches, for
example, the methods proposed in works [8-11]. The authors
of [2] proposed an adaptive threshold VAD algorithm. It has
also been proven to perform well in time-varying signal-to-
noise ratio.

Most of the algorithms for extracting the active part of
speech are commercial and closed. The main problems of the
existing VAD-algorithms are their unreliable performance in
the presence of background interference and the need for
large computing resources.

VAD is widely used in many speech-related applications,
including coding, recognition, speech enhancement, and
audio indexing. Its anti-noise power is also very important
for automatic speech recognition (ASR). A powerful detector
can improve the accuracy and speed of any ASR in a noisy
environment. Voice activity detection is the first step in
speech preprocessing, and is also typically used to remove
any non-speech segments from the speech signal. This helps
to save the speech to be made available for further
processing steps.

Fig. 2. General scheme of the speaker's speech processing
algorithm

The necessary features for an ideal detector of voice
activity detection are presented in [3], which are features
such as reliability, stability, accuracy, flexibility, simplicity,
and real-time use without noise information. Ensuring
stability against noise is a very complex process. Under
conditions of high SNR (Signal-to-noise ratio), the simplest
VAD algorithms perform relatively well, but under
conditions of low SNR, almost all VAD algorithms give
somewhat poor results. In order to fulfill the requirement of
real-time application, the VAD algorithm should be as
simple as possible. Therefore, its simplicity and noise
tolerance are two important features of practical speech
activity detectors.

Since evaluating the performance of VAD is very
complex [4], it is desirable to fully evaluate the algorithm by
applying it to solving problems such as coding or speech
recognition. Some issues, including speaker segmentation,
can be handled quickly by separating non-speech segments
in an audio file as separate speakers. For example, in
segmentation, it is common to use music, overlapping
speech, and silence as separate speakers. However, VAD
remains an open research problem as it has not been
perfected to date [5].

VAD qo'llanmagan signal (Misol.wav)

— Signal Nutq

00 02 04 06 08 10

-

Fig. 3. Speech signal without VAD applied (Example.wav)

Il. FORMULATION OF THE PROBLEM

Determining whether each input signal X is speech or
non-speech is a generalization of the VAD problem. This
algorithm can be expressed as a function of y=VAD(X)

where Y is the desired result, i.e.:
0,X—no speech
y:{ poe @
1, x—speech
The probability that X is speech is the probability that
speech exists, where S(X) :P(X). In this case, the VAD can
be expressed as:

0, S(\) <0

1 5(9>6 (@)

VAD(X) :{

where @- scalar threshold.

I1l. THE MAIN PART

Energy-based VAD method. In this method, non-
speech areas are considered to have less energy than speech
areas. Speech is not a stationary signal, and a person
sometimes speaks loudly and sometimes not. Therefore,
signal energy can be used as an indicator of the presence of
speech. Since speech adds energy to the signal, areas of it
with higher energy are more likely to be speech areas. For
example, by setting the threshold Qspeem, if the signal energy

o” () is greater than the threshold, then the VAD takes it
as the speech active area, that is:

_]0, ?(x)<86,
VAD(X)—{l o () HS:;“ (3)

To implement this method, a 25 ms window and 10 ms
offset windows are initially applied to the input signal. The
signal energy in each window is calculated by the following
formula:

()= =2 % @

The window is moved along the stream and the energy is
calculated for each window separately, or a threshold value
of energy is given to make the decision, or if the entire
stream of speech is known a priori, then the windows are
ordered in descending order of energy. In this case, those
with a higher percentage of sorted windows are taken as
speech areas, thus the speech areas are retained, and the rest
of the windows are discarded as non-speech areas.

This method is parametric and requires a threshold
parameter value to be specified in advance. The results of
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the application of energy-based VAD in the time domain are
presented, where the threshold value is taken as 0.6 (Fig. 4).

Energiyaga asoslangan VAD (Misol.wav)

Hutg signali VAD

0.0 0.2 04 0.6 0.8 10
Fig. 4. Time series and energy-based VAD results

VAD method based on zero crossing frequency and
energy. This method is a simple and fast way to divide the
given speech signal into vocalized and non-vocalized
classes [6]. This method is based on zero-crossing rate and
energy calculation, where the zero-crossing rate is
determined by the number of cases where successive
samples of the speech signal have different signs, or the
number of signal amplitude zero-crossings. This can be
expressed as follows:

z, =k2‘sign[x(k)]‘ —[sign[ x(k—1) Jw(m—k), ~ (5)

where
. 1 x(k)=0
SIgn[X(k)]Z{_l x(|<))<o ©
1 o<memt
wm)=:2M" """ @)
0, else

M — window length.

The zero-crossing frequency makes it possible to
determine the presence or absence of speech in the incoming
speech signal. If the number of zero crossings is large, the
window is considered speechless, otherwise speech. An
example of the result obtained based on this method is
shown in Fig. 5.

_ Zero Crassing Rate VAD (Misal.wav) _

Nutg signali el

0o 02 04 06 08 10
1

Fig. 5. Time series and VAD results based on Zero
crossing rate and energy

A deep neural network VAD method. In many cases,
the real speech signal is recorded under interference
conditions. In such cases, the use of deep neural networks is
effective. Because deep neural networks have been proven
to be more robust to noise than traditional statistical
methods.

A deep neural network (DNN) is a general nonlinear
classifier that can be trained to collect speech and non-
speech frames and easily distinguish between speech and

non-speech signals as a binary classification problem.
Training the VAD-DNN model requires specifying the
speech and non-speech regions separately for each frame,
which is a mandatory task and is considered a non-trial
issue.

DNN models are successfully used in ASR systems and
are trained on large speech corpora. And DNN models
trained on speech corpora labeled with words or phonemes
are highly effective at recognizing phonemes. This can be
used to create a powerful VAD method. The output values
corresponding to all speech (noise) phonemes from ASR-
DNN and VAD-DNN must be combined to obtain the a
posteriori information that the incoming frame is speech
(noise). The result obtained using DNN as VAD is shown in
Fig. 6 [7].

VAD qo'llangan signal (Misol.wav), Model: sad_ami

Nutq signali VAD
00 02 o 06 e 10
166

Fig. 6. Time series and VAD results based on DNN

In order to evaluate the effectiveness of the above-
mentioned speech activity detection methods, experimental
studies were conducted on recognizing a person based on
his voice [12] and converting speech to text [13-15]. A total
of 250 speech audio files consisting of 3 to 10 words were
used. The obtained results are presented in the table below.

TABLE I. THE RESULTS OF METHODS

Voice recognition Speech to text

Method (accuracy level, %) (accuracy level, %)
Energy-based 86,3% 80,9%
Zero crossing 89,5% 82,2%
rate
Deep neural o 0
network %,8% L2

IV. CONCLUSION

VAD is important as a pre-processing step in speech or
person recognition. However, the more noise in the speech
stream, the stronger the VAD. Applying VAD to identity
recognition allows you to get more results with less effort.
Because using a simple energy-based VAD in training and
testing is strict and discards multi-speech parts as non-speech
parts. However, if the streams are long, the remaining parts
of speech are sufficient to correctly form or recognize the
person models. This leads to a reduction in overspending.
The experimental results showed that VAD methods based
on neural networks are more effective than other methods in
identifying speech parts of speech signals.
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Secure and Energy-efficient Zone-based Multipath
Routing Protocol (SEZMRP) for Mobile Ad Hoc
Networks.

I1Anu Anagal
Dept of Electronics and
Communicataion, RGPV, Bhopal

Abstract— Mobile ad hoc networks (MANETS) are
collaborative networks formed by mobile nodes without a
centralized infrastructure. They find applications in various
domains, including military and security-sensitive operations.
However, securing the routing process in MANETs is
challenging due to the absence of a central authority and
dynamic network characteristics. Existing routing protocols
have limitations in terms of bandwidth consumption and route
request delays. To address these challenges, this paper
proposes a Secure and Energy-efficient Zone-based Multipath
Routing Protocol (SEZMRP) for MANETs. SEZMRP
combines proactive and reactive approaches and incorporates
digital signatures and encryption techniques to ensure message
integrity, data confidentiality, and end-to-end authentication at
the IP layer. The paper presents a comprehensive design of
SEZMRP, evaluates its resilience against security attacks, and
measures its performance through simulations. The findings
demonstrate the robustness of SEZMRP against various
security attacks, its efficient security performance with an
acceptable overhead, and its suitability for securing MANETS
in military and security-sensitive operations. SEZMRP, when
combined with existing security measures, provides a solid
foundation for ensuring secure operations in ad hoc networks.
Future improvements can focus on optimizing performance,
scalability, energy efficiency, and considering quality of service
requirements to further enhance the protocol.

Keywords— Zone-based Routing, security, energy efficiency,
MANETS etc.

I. INTRODUCTION

MANETs are decentralized networks enabling
communication without infrastructure. They serve various
applications but face challenges due to mobility, limited
resources, and lack of central control, impacting secure and
efficient routing.

As the nodes in MANETS are autonomous and dynamically
organize themselves into a network, traditional security
mechanisms designed for wired networks are often
ineffective. Moreover, MANETS operate in open and hostile
environments, making them more vulnerable to various
security attacks, including eavesdropping, tampering, and
denial-of-service attacks[2].

To address these security challenges, researchers have
proposed numerous routing protocols for MANETS.
However, existing protocols suffer from limitations in terms
of bandwidth consumption, route request delays, and
vulnerability to security threats[3]. Therefore, there is a need
for a routing protocol that not only ensures secure and
reliable communication but also optimizes energy efficiency
to prolong the network's operational lifespan.
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The paper introduces SEZMRP, a novel routing protocol
for secure MANETs with energy efficiency. It details
proactive and reactive components, advanced security
mechanisms, and robustness against attacks. Simulations
assess its performance, highlighting routing overhead, packet
delivery, and energy use. Future work includes optimizing
performance, scalability, energy efficiency, and QoS
integration.

The rest of the paper is organized as follows. Section Il
provides an overview of the related work in the field of
secure routing protocols for MANETS. Section Il presents
the detailed design and architecture of the proposed
SEZMRP protocol. Section IV evaluates the security
resilience and performance of SEZMRP through extensive
simulations. And discusses the implications of the findings.
Finally, Section V concludes the paper, summarizing the
contributions and outlining future research directions.

Il. LITERATURE REVIEW

The paper[4] EEZRP optimizes energy and
communication in zones via Zone Coordinators, multi-path
routing, and efficient route maintenance. Simulations show
better energy efficiency, network life, and packet delivery
than traditional protocols

The paper[5] protocol suggests a collaborative method
for secure routing in MANETs, focusing on node
cooperation,  encryption,  authentication, and key
management to ensure safe data transmission, thus
minimizing vulnerabilities and improving overall reliability..

The paper[6] protocol proposes a clustering-based, fault-
tolerant routing for MANETs. It clusters nodes for
efficiency, employs secure error reporting, and ensures
reliable data transmission in dynamic, resource-constrained
scenarios.

The paper[7] presents a security-aware routing protocol
for Wireless Ad hoc Networks (WAHNS). It emphasizes
security with encryption, authentication, and key
management for safe data transmission and protection
against threats. This approach enhances routing resilience
and reliability in dynamic, self-configuring networks, ideal
for security-sensitive applications."

The paper[8] Introducing "SEAL" (Security-Aware List-
Based Routing Protocol) for Mobile Ad hoc Networks
(MANETS), prioritizing security. Using a list-based
approach, it ensures secure data transmission against threats.
SEAL integrates encryption, authentication, and secure key
management for protection, enhancing communication
resilience and reliability in dynamic, resource-constrained
MANETS.
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The paper[9] proposes Presenting "SARP-HWNs," a
security-aware routing protocol for Hybrid Wireless
Networks (HWNs) with trust-based features. It emphasizes
secure routes using node trust levels for reliable data
transmission.  The  protocol  includes  encryption,
authentication, and secure key management for protection,
offering a strong and secure routing solution for HWNSs with
diverse wireless technologies.

The paper[10] introduces a "Blockchain-assisted Secure
Routing Protocol” for Cluster-based Mobile ad hoc Networks
(MANETS). The protocol leverages blockchain technology
to enhance security in cluster-based MANETSs. By utilizing
distributed ledger and cryptographic techniques, it ensures
secure and trustworthy data routing. The blockchain-assisted
approach offers resilience against attacks and tampering,
making it suitable for dynamic and self-organizing
MANETS.

The paper[11] This paper offers an extensive survey of
Trust-Based Secure Routing Protocols’ in MANETSs. It
examines protocols using trust mechanisms for improved
data routing security. Through evaluation and comparison,
the survey offers insights into strengths, limitations, and
trends. It aids researchers and practitioners in choosing
suitable solutions for securing MANETs in dynamic
environments.

The paper[12] Introducing a ‘'Hierarchical Energy
Efficient Secure Routing Protocol' for Wireless Body Area
Networks (WBANS). This protocol employs hierarchy for
energy optimization and network efficiency. It integrates
security measures like encryption and authentication for
secure data transmission. The paper offers a thorough
analysis, showcasing the protocol's real-world effectiveness
and benefits.

The paper[13] Introducing an 'Enhanced Energy Efficient
Secure Routing Protocol' for MANETS. This protocol targets
energy optimization and secure data transmission among
nodes. The paper offers a detailed performance analysis,
showcasing how the protocol effectively balances energy
efficiency and security goals in dynamic, resource-limited
MANETS.

I11. DESIGN AND ARCHITECTURE OF THE PROPOSED
SEZMRP PrROTOCOL

To address limitations in existing approaches to securing
ad hoc routing [14-18], we propose SEZMRP as a
comprehensive and practical solution for ensuring secure
routing in diverse ad hoc network applications.

A. Protocol Overview:

SEZMRP is an advanced MANET routing protocol
emphasizing secure communication and energy efficiency.
It's inspired by Zone Base Multipath Routing AOMDV,
enhancing security and resource use. The protocol combines
security with energy-saving methods, dividing the network
into zones for localized security. RSA signatures ensure
authentication and data integrity, using symmetric and
asymmetric encryption for privacy. A certification process
verifies nodes for secure channels. SEZMRP optimizes
resource use and energy, dynamically choosing efficient
paths and managing routes effectively. Overall, SEZMRP
offers energy-efficient secure routing for MANETS, boosting
security while optimizing resources. Nodes undergo

certification for communication, as explained in the next
section.

B. Certification Process:

The SEZMRP includes a certification process for secure
communication within the network. Trusted certification
authorities (CAs) act as reliable servers and CNs act as
common nodes. CAs' public keys are known to all valid
nodes[19]. The certification process is shown in Figure 1.
SEZMRP operates as a two-phase protocol. In the initial
phase, known as the preliminary certification process, each
CN obtains the necessary keys from its nearest CA.
Subsequently, the secure routing phase utilizes these keys to
facilitate secure intra-zone or inter-zone routing, employing
digital signatures and message encryption for enhanced
security.

"L Zone of F

Request for Certificate
(Key subscribe to CA)

Examine the
authenticity of the CN

Key Generation

Send Certificate

Generate Certificate Secure routing

i

Fig. 1. Certification Process in SEZMRP

+  Algorithm for the certification process in the
Secure and Energy-efficient Zone-based Multipath
Routing Protocol (SEZMRP):

1. Input: Node X requesting a certificate from its
nearest CA.

2. Output: Certificate (certX) issued by the CA.

Algorithm:

1.  Node X sends a certificate request message to its
nearest CA: X — CA: certX_request.

2. The CA receives the certificate request from Node
X.

3. The CA generates a certificate for Node X with the
following information:

. Node X's IP address

. Public key for verification (VKX)

. Public key for encryption (EKX)

. Creation timestamp (t)

. Expiration time (e)

4. The CA securely signs the certificate using its
private key (SKCA): CA — X: certX = [IPX, VKX, EKX, t,
e] | signCA.

5. Node X receives the certificate (certX) from the
CA.

6. The certificate (certX) contains the necessary
credentials for secure communication within the SEZMRP
network, including Node X's IP address, verification public
key (VKX), encryption public key (EKX), creation
timestamp (t), and expiration time (e).

7. The certificate is appended with the CA's digital
signature (signCA), ensuring its authenticity and integrity.
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8.  Node X now possesses a valid certificate (certX)
issued by the CA, allowing secure communication within the
SEZMRP network.

It is essential for all nodes in the SEZMRP network to
maintain up-to-date certificates issued by their respective
CAs to establish secure communication channels and
facilitate secure routing within the network.

C. Design of Secure and Energy-efficient Zone-
based Multipath Routing Protocol (SEZMRP):

This section provides a detailed explanation of the
architectural design of the SEZMRP protocol, outlining its
components and their functionalities.

. Components of SEZMRP Architecture

The architecture of SEZMRP is a modified version of the
Zone Based Routing Protocol AOMDYV. The functionality
and interrelationship of each component are explained below
in figure 2.

»  Algorithm for Secure Intra-Zone Routing:

Input: Source node A, destination node Y within the
same zone

Output: Secure communication channel between A and Y
using session key KAY

1.  Aselects a route to Y within the same zone from its
SIARP routing table.

2. A sends a Session Key Request (SKREQ) packet to
Y:

. Construct SKREQ packet: [SKREQ, IPY, certA] |
signA
Send SKREQ packetto Y: A —> Y
Y receives the SKREQ packet:
Verify the packet's signature using A's public key.
Authenticate the packet.
Generate a session key KAY.
Y sends a Session Key Reply (SKREP) packet to A:

. Construct SKREP packet: [SKREP, IPA, certY,
(KAY)EKA] | signY

*  Send SKREP packetto A: Y — A

DNoe o e ) o

SZRP 5. Areceives the SKREP packet:

«  Verify the packet's signature using Y's public key.
e N o _j:;f’;f::‘i:::; N +  Decrypt the packet using A's private key to obtain

o i 1 STERP - Secure IntEr-zone Routing Protocol the session key KAY.
""" MBRP - Modified Bomder Resolunion Prowocsl 6, A\ encrypts the data packet with KAY and sends it

: { NPE - Nelaiborhood Discoven Browecel 0 Y glong the same route (A-F-Y).
| NETWORR LAVER | b et prencd oot A en 7. Subsequent communication between A and Y is
) A+ B: Exchange of packers bemweea provocel .5ecUred USING the session key KAY.
””” MacTAvER «  Algorithm for Secure Inter-Zone Routing:

Fig. 2. Architecture of SEZMRP

Components of SEZMRP Architecture are described
below:

1. Key Management Protocol (KMP): Responsible for
public key certification process.

2. Secure Intrazone Routing Protocol
Performs proactive link-state routing within a zone.

3. Secure Interzone Routing Protocol (SIERP): Offers
reactive secure route discovery and maintenance between
Zones.

4. Neighborhood Discovery Protocol (NDP): Detects
neighbor nodes and monitors link failures.

5.  Modified Border Resolution Protocol (MBRP):
Implements bordercasting technique for interzone route
discovery.

*  Secure Routing Algorithm

(SIARP):

The following section explains intrazone and interzone
routing processes within SEZMRP using network diagram
shown in Figure 3 and the algorithms for both are described
in the following sections:

O cAs

® Source / Destination

D Other nodes

Fig. 3. Intrazone and Interzone destinations of node A (zone radius f = 2)

Input: Source node A, destination node Z in a different
zone

Output: Secure communication channel between A and Z
using session key KAZ

1. A initiates secure route discovery by bordercasting
an SRD packet to peripheral nodes (T, E, and Y) with
MBRP's assistance:

. Construct SRD packet: [SRD, IPZ, certA, 3, NA, t] |
signA

*  Bordercast SRD packet: A — Bordercast

2.  Peripheral nodes validate the SRD packet, set up a
reverse path to A, sign and append their certificates, and
rebordercast the packet if they lack a route to Z.

3. Rebordercasting continues until a node with a valid
route to Z is reached. At that node, the SRD is forwarded to
Z:

. Construct and forward SRD packet: [[SRD, IPZ,
certA, B, NA, t] |signA] | signT, certT ~K—~J—Z

4. Z verifies J's signature, extracts the encrypted
session key KAZ, and creates an SRR packet:

. Construct SRR packet: [SRR, IPA, certZ, NA, t,
(KAZ)EKA] | signZ

*  Send SRR packettoH: Z — H

5. As the SRR packet travels along the reverse path,
each node validates the previous hop's signature, removes the
certificate and signature, signs the packet, appends its
certificate, and forwards it to the next hop.

6. A receives the SRR packet from J, validates J's
signature, extracts the session key KAZ, and encrypts the
data packet using KAZ.

7. A sends the encrypted packet to Z along the same
route (A-F-J-2).
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8.  Subsequent communication between A and Z is
secured using the session key KAZ.

These algorithms ensure secure intra-zone and inter-zone
routing in SEZMRP, enabling nodes within the same zone
and different zones to establish secure communication
channels using session keys.

D. Route Maintenance:

Route maintenance in the Secure and Energy-efficient
Zone-based Multipath Routing Protocol (SEZMRP) ensures
reliable and energy-efficient communication in ad hoc
networks. It involves the following steps:

NUMBER OF NODES VS THROUGHPUT

PROTOCOLS 50 =5 100

AODV 6718.66 8708.63 9249.71

AOMDV 6852.44 8979.59 15186.84
SEZMRP 12666.85 22366.39 26055.05

1. Link Failure Detection: SEZMRP detects link
failures through periodic hello messages or signal
monitoring.

2.  Route Error Signaling: Upon link failure, nodes
generate digitally signed Route Error (RE) messages to
notify neighbors and the source node.

3. Route Repair or Redirection: Neighboring nodes
and the source node take action to repair or redirect routes
based on available alternatives.

4.  Multipath Utilization: SEZMRP utilizes multiple
paths to mitigate link failures, improve load balancing, and
enhance network resilience.

5. Energy Efficiency Considerations: SEZMRP
optimizes energy consumption by selecting energy-efficient
paths and distributing traffic load evenly.

These mechanisms ensure reliable and energy-efficient
routing, enabling secure communication while preserving
network resources in SEZMRP.

In the realm of energy efficiency, SEZMRP employs
multipath  routing for traffic distribution, resource
optimization, and node load reduction. It dynamically
chooses energy-efficient paths using residual energy and link
quality. The protocol backs route maintenance, avoids
needless updates, and integrates power-conscious node
scheduling and sleep modes.

To conclude, SEZMRP merges security and energy
optimization effectively, making it reliable for routing in
wireless ad hoc networks. It guards against security threats
while minimizing energy use, suitable for resource-
constrained settings.

IV. RESULTS AND DISCUSSION

This section shows the results of Simulation. After
implementing protocols in NS2.35 simulator [21] some
screenshot of network topology is shown in Figure 4.

A. Simulation Parameters

The performance evaluation of the protocol developed by
the event-driven ns2.34[21] simulator is implemented. A
random mobility model has been selected for this simulation.
A rectangular area 1500 m x 1000 m has been used to
randomly distribute nodes in the simulation area. To simulate
this protocol, some parameters have been set for evaluation
in the TCL script of the network, which is shown with the
help of Table 1.

The following table shows the simulation parameters used
in simulations.

TABLE 1: SIMULATION PARAMETERS

VALUE
NS52.33
1500 m = 1000 m

PARAMETERS

Simulator

Simulation Area

MNumber of nodes 30, 73 and 100 nodes
Node Speed 20 Meter/zecond
Queue size 30 packets

. . AQDV, AOMDV &
Stodies Routing Protocols SEZMEP

Data Payload 312 bytes'packet
Initial energy 30 joule
Idle Power 0.100 Jibt
Senze Power 0.0173 J/bit
Energy consumption of s T
transmitting data 0.035 Jbit
Emargx consumption of 0.035 I/bit
receiving data
Traffic Type CER
Simulation Time 200 Seconds
Channel Type Wireless channel
MAC type 202.11
Mobality Fandom Way point
Antenna model Omni

L Teoaeme 4 @ Faes

Fig. 4. Network Simulator Windows

The SEZMRP zone-based strategy is evaluated using the
metrics throughput, end to end Delay, Packet delivery ratio,
Energy Consumption and Network Lifetime. Their analysis
on different number of nodes is provided in the following
section.

1)  Average Throughput:

Throughput is the total number of bits successfully
transmitted from the sender to the receiver per unit of time,
measured in bytes per second (bytes/sec). It represents the
overall performance of the system.

¢ Analysis of Throughput on Varied Number of
Nodes

The study evaluated SEZMRP's throughput on networks
with 50-100 nodes moving at 3 m/s, using 512-byte packets.
SEZMRP blends proactive and reactive routing to boost data
delivery speed. With digital signatures and encryption, it
ensures secure communication, preventing tampering and
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unauthorized access, resulting in smoother data transmission
and enhanced overall throughput.

Table I1. Throughput of AODV, AOMDYV and SEZMRP
with different Number of Nodes.

protoc | NUMEET O NoDES VS
50 75 100
AODV 6718.66 | 8708.63 9249.71
AOMDV | 6852.44 | 8979.59 15186.84
SEZMRP | 12666.85 | 22366.39 | 26055.05

NUMBER OF NODES VS THROUGHPUT

AODV —
AOMDY —
26000 |- SEZMRP

Throughput

g
g

50 80 70 80 80 100
Number of Nodes

Figure 5 Throughput comparison based on Scenario 4

Table 3 compares the throughput of SEZMRP with that
of AODV and AOMDYV for different packet sizes (50, 75,
and 100 bytes). The results demonstrate that SEZMRP
consistently outperforms both AODV and AOMDV,
achieving higher throughput percentages for all packet sizes.

Table 3 Throughput comparison of SEZMRP with

SEZMRP's delay analysis on networks with different node
counts shows its efficiency. It consistently outperforms
AODV and AOMDV in terms of lower delays, even with
more nodes.

Table 4 End to End Delay of AODV, AOMDV and
SEZMRP with different Number of Nodes

NUMBER OF NODES VS END TO
igOTOCO END DELAY

50 75 100
AODV 47944 757.079 | 907.463
AOMDV | 451.778 841.036 | 962.646
SEZMRP | 295.526 301.801 | 395.19

Table 5 shows that SEZMRP outperforms AODV and
AOMDV in terms of end-to-end delay for different node
counts.

Table 5 End to End Delay comparison of SEZMRP with

AODV and AOMDV

NUMBER AVERA
OF NODES 50 ™ 100 GE
SEZMRP

compared to | 38.36% | 60.13% | 56.45% | 53.70%
AODV

SEZMRP

compared to | 34.58% | 64.15% | 58.94% | 56.01%
AOMDV

AODV and AOMDV

AVER
AGE/

PACKET SIZE | 50 75 100 OVER
ALL

SEZMRP

compared  to | 46.95% | 61.06% | 64.49% | 59.60%

AODV

SEZMRP

compared to | 45.90% | 59.85% | 41.71% | 49.22%

AOMDV

SEZMRP's throughput analysis on different node counts
demonstrates its efficiency and robustness. It provides
superior throughput even with more nodes, making it an
ideal choice for secure and energy-efficient routing in mobile
ad hoc networks.

2)End to End Delay

End-to-end network delay includes queuing delay,
transmission delay, processing delay, and propagation delay.
Average Delay is a very important performance metric of
any network. Minimum is the delay better is the performance
of the network.

e Analysis of End-to-End Delay on Varied
Number of Nodes

NUMBER OF NODES VS END TO END DELAY
1000 T T
ACDY —+
ACMDY
SEZMRP =

200

End-to-End Delay (ms)

50 60 70 80 %0 100
Number of Nodes

Figure 6 End to End Delay comparison based on Scenario 4

In conclusion, the analysis of end-to-end delay demonstrates
that SEZMRP effectively maintains low delays even with
increasing nodes. Its proactive and reactive routing, zone-
based optimization, and energy-efficient mechanisms
contribute to favourable end-to-end delay values.

3)Packet Delivery Ratio
It is the ratio of a number of packets that got at the
destination and packets sent by a sender.

e Analysis of Packet Delivery Ratio (PDR) on Varied
Number of Nodes

In this section, the Packet Delivery Ratio (PDR) of
SEZMRP is evaluated on networks with different node
counts. SEZMRP promptly detects link failures and adapts
to network changes, maintaining reliable data delivery. The
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security mechanisms do not compromise PDR, ensuring
data integrity and confidentiality.
Table 6 PDR of AODV, AOMDV and SEZMRP with
different Number of Nodes

NUMBER OF NODES VS PACKET
i?OTOCO DELIVERY RATIO

50 75 100
AODV 495544 | 502045 | 54.3859
AOMDV | 489817 | 527977 | 60.9714
SEZMRP | 605352 | 75.82134 | 78.4531

Table 7 shows that SEZMRP outperforms AODV and
AOMDV in terms of PDR for different node counts.
SEZMRP consistently achieves higher PDR percentages
across all scenarios.

Table 7 PDR comparison of SEZMRP with AODV

and AOMDV

AVER
PACKET
SIZE 50 75 100 AGE
SEZMRP
compared to | 18.13% | 33.78% | 30.67% | 28.24%
AODV
SEZMRP
compared to | 19.08% | 30.36% | 22.28% | 24.23%
AOMDV

NUMBER OF NODES VS PACKET DELIVERY RATIO

ADDY —+
AOMDY
SEZMRP %

85 -

Packet Delivery Ratio (%)

55 b

50

50 60 70 80 90 100
Number of Nodes

Figure 7 Packet Delivery Ratio comparison based on
Scenario 4

In conclusion, SEZMRP exhibits a high Packet Delivery
Ratio (PDR) on networks with varying node counts. Its
proactive and reactive routing, zone-based optimization, and
multipath routing contribute to the superior PDR. SEZMRP's
ability to handle security requirements while ensuring
reliable data delivery makes it suitable for various
applications, including military and security-sensitive
operations.

4)Energy Consumption

Energy Consumption in a network refers to the amount of
energy consumed by each node during the simulation time. It
is calculated by measuring the energy level of each node at
the end of the simulation.

e Analysis of Energy Consumption on Varied Number
of Nodes

This section evaluates SEZMRP's Energy Consumption
performance in various node-count networks in mobile ad
hoc setups. SEZMRP maintains energy efficiency as node
numbers increase. Its zone-based and multipath routing
lowers energy use. Dynamic path selection, node scheduling,
and sleep modes further save energy.

Table 8 Energy Consumption of AODV, AOMDV and
SEZMRP with different Number of Node

NUMBER OF NODES
EEOTOCO VS ENERGY CONSUMPTION
50 75 100
AODV 954259 | 157.634 | 196.709
AOMDV | 956652 | 157.991 | 196.558
SEZMRP | 727573 | 153871 | 173.805

Table 9 shows that SEZMRP outperforms AODV and
AOMDYV in terms of energy efficiency for different node
counts. SEZMRP consistently achieves lower energy
consumption percentages across all scenarios, indicating its
superior performance in optimizing energy usage compared
to the other two protocols.

Table 9 Energy Consumption comparison of
SEZMRP with AODV and AOMDV

PACKET AVERA
SIZE 50 75 100 GE
SEZMRP

compared to | 23.75% | 2.38% | 11.64% | 10.96%
AODV

SEZMRP

compared to | 23.94% | 2.60% | 11.57% | 11.057%
AOMDV

NUMBER OF NODES VS ENERGY CONSUMPTION

AODV

SEZMRP —

Energy Consumption

0
Number of Nodes

Figure 8 Energy Consumption comparison based on
Scenario 4

In conclusion, the analysis of Energy Consumption on
networks with varying node counts confirms that SEZMRP
is an energy-efficient routing protocol. Its zone-based
approach, multipath routing optimization, power-aware node
scheduling, and sleep modes contribute to reduced energy
consumption and prolonged network lifespan.

5)Network Lifetime
Network Lifetime shows how long nodes in the network
continue active. The unit of Network Lifetime is a sec. It is a
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highly powerful metric since it shows the operational time of
the network.

Analysis of Network Lifetime on Varied Number of
Nodes

The analysis of Network Lifetime shows that the Secure
and Energy-efficient Zone-based Multipath Routing Protocol
(SEZMRP) effectively manages energy resources, leading to
a prolonged Network Lifetime. SEZMRP's zone-based
approach, multipath routing optimization, and adaptive
strategies contribute to its energy efficiency without
compromising security.

Table 10 Network Lifetime of AODV, AOMDYV and
SEZMRP with different Number of Node

rrotoco | JNEER  OF | NOOES VS
50 75 100
AODV 42.2749 42.3658 22.2908
AOMDV 42.2929 42.0088 22.4415
SEZMRP 52.5456 46.2503 36.5234

SEZMRP outperforms AODV and AOMDYV in Network
Lifetime, demonstrating its superior energy management and
efficiency for mobile ad hoc networks. It prolongs the
network's operational lifespan and is suitable for various

applications, including military and security-sensitive
operations.

Table 11 Network Lifetime comparison of SEZMRP

with AODV and AOMDV

NUMBER AVERA
oF NoDES | *° <=
SEZMRP
compared to | 19.54% 8.39% | 38.96% | 20.97%
AODV
SEZMRP
compared to | 19.51% 9.17% | 38.55% | 21.11%
| AOMDV

NUMBER OF NODES VS NETWORK LIFETIME

55
AODV
AOMDV

SEZMRP =

50
a5 |

a0

Network Lifetime

20
50 60 70 80 20 100

Number of Nodes

Figure 9 Network Lifetime comparison based on
Scenario 4

SEZMRP efficiently manages energy, leading to a
prolonged Network Lifetime. Its zone-based approach,
multipath routing, and security measures contribute to
reliability. Suitable for resource-constrained environments
and security-sensitive scenarios. Robust and efficient routing
protocol.

V Conclusion

The paper introduces SEZMRP as a comprehensive solution
for secure routing in MANETS. It combines proactive and
reactive methods, using signatures and encryption for data
security. Simulations demonstrate its efficacy against attacks
and its efficiency in various aspects. SEZMRP excels in
energy efficiency, network longevity, and secure
communication, outperforming AODV and AOMDV. It suits
military and security scenarios and offers reliability and
efficiency. Future work can enhance performance,
scalability, and energy efficiency. SEZMRP is a robust,
efficient routing solution for secure ad hoc network
communication.
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Abstract—Sensitive and confidential data are a requisite for
most companies, so protection for this data takes great attention
by company’s top management, administrators and I'T managers.
Data leakage causes negative impact on companies. The tradi-
tional security approaches, such as firewalls, can’t protect data
from leakage. Data leakage/loss prevention (DLP) systems are
solutions that protect sensitive data from being in non-trusted
hands. This article covers DLP system architecture construction
and algorithm. In addition, a system model consisting of several
modules was built.

Keywords—Confidential data, DLP, Monitoring, Controlling
channels, Decision, Block.

I. INTRODUCTION

Cryptographic information security methods ensure con-
fidentiality, integrity, authentication and availability of data.
These methods are used to protect information from unautho-
rized access, changes and other types of cyber threats [1-9].
However, over the past ten years, there have been frequent
leaks of confidential information from various organizations.
The reasons for information leakage can be different. In this
situation, controlling the channels for leaking confidential
information is very important to prevent data leakage. For
example, a June 2022 survey by Technavio DLP found that
between 2022 and 2026, companies will spend $6.03 billion
on data breach prevention programs. This means an average
increase of 23.78 percent in the amount spent on data leakage
prevention every year [10]. Through these types of attacks,
valuable or confidential information of the organization is
given by insiders to outsiders or sold for a certain amount.
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Data Leak Prevention (DLP) security systems are currently
being used in the information environment to prevent this type
of incidents. The demand for this system is growing year by
year, and it is installed not only in commercial organizations,
but also in state institutions. These types of security systems
are mainly provided by western countries. Currently, such
organizations as Symantec, McAffee, TrendMicro, WebSense
offer their products worldwide [11]. Scientists are also propos-
ing new algorithms and modules of this system, for example,
the behavior of information leakage by insiders is analyzed
by analyzing previous studies and implementing the in-depth
interview method. Statistical analysis of the analyzed data
leakage behavior is carried out to determine the validity and
level of leakage risk for each behavior [12] or high regulation
of access to personal data and, in addition, which parts of the
system are external construction of a DLP system architecture
designed to determine the possibility of hacking or internal
attacks, [13] as well as construction of a system that prevents
data leakage through network channels [14], analysis of data
from web browsers through a proxy server and methods of
finding confidential information from them, [15] the work done
by such scientists and their results can be seen in the article
prepared by Isabel Herrera, Jose Javier Garca Aranda. [16]
Recent research shows that government organizations allocate
hundreds of millions of dollars a year to DLP systems from
their budgets, and this type of indicator is growing year by
year. This issue requires the organization to create its own
DLP system [17]. In this article the issues of monitoring
confidential data leakage channels in computer systems have
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been studied, the proposed algorithm and modules can be
used in the creation of a DLP system or can be added as
an additional module to the created system.

II. DLP AGENTS

DLP agents consist of 10 main modules. These are: ”Mon-
itoring file system”, ”Monitoring the printer”, ~Monitoring
external storage devices”, ”Monitoring clipboard”, ”Monitor-
ing screen”, ”Monitoring keylogger”, ”Monitoring network”,
”Analysis and decision making”, ”Decision implementation”
and "Updating the database” modules.

Agents monitor user behavior and processes through ”Moni-
toring” modules. ”Monitoring” modules include such modules
as “Monitoring file system”, “Monitoring the printer”’, "Mon-
itoring external storage devices”, “Monitoring clipboard”,
“Monitoring screen”, “Monitoring keylogger”, “Monitoring
network”

Monitoring file system monitors all file-related events on
workstations. Controls operations such as reading, writing,
deleting a file. To process file-related events, the following file
event attributes are read and used for analysis: file path, file
content, file size, file type, event time, attributes of the storage
device, the operation performed on the file, the program
performing the operation, the name of the user who launched
the program [18-24].

Monitoring file system captures and processes file related
events. During processing, it performs the following actions:

1) Checks if the file contains text or image data.

2) If there is a file with image data, the text in the image

will be recognized.

3) Textual data and event information are passed to the next

step.

Files are continuously accessed by various programs in the
operating system. Events such as creating, reading, writing,
deleting a file, and changing a file attribute occur. In this case,
classifying all files increases the load on computer resources.
File classification is performed to determine the confidentiality
of the contents of the file [25-31]. The classification is based
on the complete content of the file. Therefore, when referring
to a file, it must first be determined whether the file is a text
file. For this, the following steps are taken:

1) The extension of the file is checked if it corresponds to
the extension of files with text content, for example: txt,
docx, doc, xls, xIsx, ppt, pptx, rtf, jpg, png, pdf, etc.

2) If the extension of the file does not correspond to the
extension of files with textual content, then a certain
number of bytes are read from the beginning of the
content of the file, and based on these bytes, the file
type is determined.

Monitoring the printer keeps track of the user’s access to
the printer device and the data given to this device to print.
The following printer event attributes are read and used for
analyzing: printer name, the data transferred to the printer,
the time of the event, the program executing the action, the
name of the user who started the program.

Monitoring the printer captures and processes printer
events. During processing, it performs the following actions:

1) Recognizes data sent to the printer.

2) Textual data and event information are passed to the next

step.

Monitoring external storage devices monitors external
devices connected to the workstation by users. If the external
storage device connected to the computer is in the list of
trusted devices (white list), it allows to copy data from the
computer. If the external storage device is on the list of un-
trusted devices (blacklist), it will be blocked when connected
to the system. The list of trusted devices is created by the
administrator based on the organization’s security policy.

The following attributes of the external storage devices
event are read: device ID, event time, username and other
attributes [32-26].

Monitoring the clipboard monitors the data in the clip-
board. If the user writes data to the clipboard, the Monitoring
the clipboard will catch this event and process it. Monitoring
the clipboard performs the following actions during event
processing:

1) Checks whether the data in the buffer is text or image.

2) If there is image data, the text in the image will be

recognized.

3) Textual data and event information are passed to the next

step.

Monitoring screen takes a screenshot of the workstation
screen at specified times or situations. The time interval and
conditions can be configured by the system administrator. This
monitoring is more used to find traces of illegal activities. A
screenshot is taken while the employee is working with certain
programs at the workplace.

Monitoring keylogger records the keys pressed on the
keyboard. This monitoring serves to monitor logins and pass-
words, as well as to monitor users’ accounts on resources
considered “important”. In addition, it allows to monitor the
employee’s messages in instant messaging systems. Identifies
users who entered passwords from the keyboard on encrypted
data.

Monitoring network monitors outgoing data through the
computer’s network interfaces. It intercepts the data and sends
it for analysis.

One of the main requirements for DLP systems is to
identify confidential information from large volumes of data.
There are different approaches to solving this. For example,
it is possible to identify confidential information through
keywords, statistical and linguistic analysis, and search for
confidential information by content using intellectual methods
[37-41]. Recent research shows that these methods are more
effective when implemented through intellectual methods than
other methods [42-48].

In the Analysis and decision making” module, informa-
tion received from monitoring modules is classified by content
and attributes. For example, the classification of information
based on its content can be done by analyzing the similarity
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Fig. 1. A model of control of confidential data leakage channels in computer
systems.

of open texts using the method of frequency analysis [19].
Information related to the incident is classified according to
confidentiality through intellectual analysis [17]. Based on
the result of information classification, a decision is made
regarding the action in the event.

After the decision is made, the decision result is sent to the
”Decision implementation” module. This module checks the
mode before making a decision. Agents on workstations work
in the following modes:

1) Monitor.
2) Notification.
3) Block.

Monitor mode. The agent monitors the system through
modules in the ”Monitor” mode. Sends information to the
central server when an event occurs. In this mode, the agent
does not affect the user’s work, does not issue any warning
messages, and does not block user actions.

Notification mode. In this mode, the agent collects event

data through modules and sends it to the server. However,
unlike the mode described above, the organization will warn
the user about this situation if an event occurs that is contrary
to the information security policy. Limited to user notification,
event action is not blocked.

Block mode. In this mode, the agent will issue a warning
message and block the action, and then report the event to the
Server.

The ”Updating database’ module is to update the local
database based on the database on the server. That is, if, for
example, a new law, regulation or information security policy
is changed in the organization, the agents will learn about the
change through this module.

III. DLP SERVER

As shown in Figure 1, the model for controlling confidential
data leakage channels in computer systems works on the basis
of client-server technology. That is, several clients send event
information to a central server. DLP server part consists of
“Management” and "Report” modules and database manage-
ment system (DMS).

The DLP agents located at the workstations are managed
through the management module. For each user, his rights are
determined based on the information security policy or the
organization’s internal legal regulations, a white list of external
memory devices is formed, and DLP agents are configured.

Various reports are created in the reporting module. Reports
can be obtained by time interval as well as by individual agent.
Reports are presented through various dashboards. In addition,
it is possible to obtain a list of risks and the most important
events, detailed information about users, data analysis and
reports about the locations of files. The database management
system is divided into sections such as classification rules,
users, computers, events, and incident files.

The classification rules section lists the values used in the
methods of analyzing the content of information.

In the Users section, information about all users available
in the system is stored. Also, information such as when they
entered the system, what rights they have, what programs
they launched, what files they worked with, what actions they
performed on files, what data they copied to an external device
or computer.

In the Computers section, the name of the computer on
which the agents are installed, its IP address, where it is
located, (that is, which department and room number of the
organization), which users used it, which domain it belongs to
are given.

The Events section is the largest section in the database
because it stores all the events in the computer systems.
Using this information, the normal state of each user can be
constructed. As a result, it will be possible to determine the
abnormal state of the user or process in the system. This allows
to identify new threats.

In the section of incident files related to the event, mainly
files are saved, that is, an action is performed on a file, this
file is automatically copied and saved to the database. Along
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with the file, its hash value is stored together. If any changes
are made on this file and saved, the changed file will be saved
separately. A file tree can be viewed through the reporting

module.
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Fig. 2. Leakage of confidential information in computer systems channel
control algorithm

An algorithm for controlling the channels of leakage of
confidential information in computer systems works in the
following order (Fig. 2). When the workstation is started, the

DLP agent is also started. As soon as the agent starts, the
monitoring modules are activated and start monitoring user
behavior. If any action is performed by the user, immediately
the information related to this event and its attributes are read.
As mentioned above, information is classified and decided on
the basis of its content and attributes. After the decision is
made, it is determined whether there is permission to perform
an action based on this decision. Before that, a separate thread
is created in the process, and through this thread, event data is
recorded in the agent’s local database. After some time, this
information from the local database is transferred to the central
server and stored in the database on the server. The transmitted
data is deleted from the agent’s local database. If the action is
allowed based on the decision, then the agent allows the action
to take place and terminates the event processing process,
waiting for the next event to occur. If the action is not allowed
based, then the agent checks the operation mode. If there
is a ”"Monitor” mode, then the information about the event
is written to the database and the action is allowed to be
performed. In the “Notification” mode, the user is informed
about the decision made as a result of the analysis of the event,
and the action is allowed to be performed. In blocking mode,
the action is completely blocked. Then result of action of agent
are stored in a database on a central server.

Server and client send and receive data via TCP or HTTPS
protocols. Agents transmit the event and information about
it to the server via the HTTPS protocol. All data must be
transmitted in encrypted form. Cryptographic providers that
support national cryptographic providers or standard Windows
cryptographic providers can be used to provide cryptographic
protection [5-6]. In addition, the TCP protocol is also used.
The TCP protocol is used to notify about the addition of new
classification rules and deliver the newly added rules to the
agents, as well as to transfer the data sent from the agent for
reporting, to add trusted external settings by the administrator.

IV. CONCLUSION

The proposed national DLP system provides the following
opportunities:

« Helps prevent leakage of confidential data

o Eliminates unauthorized sharing of documents

o Protects against fraud

o Monitoring employee behavior

o Security incident investigation

The following results were obtained through the proposed
DLP system algorithm and module:

o DLP system algorithm was created.

e DLP system modules were built.

The obtained result was tested in a special laboratory. For
this purpose, information was leaked to one computer through
the non-network information leakage channels specified in
the information security policy. Then the efficiency of this
algorithm and module was 76%. That is, 76 out of 100 possible
exit paths from the agent were prevented.

Public institutions or private organizations can add addi-
tional changes or new modules to the DLP system proposed
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above, depending on their needs. Military vehicles in particular
deal with confidential information on a daily basis, and the use
of this security system developed by private companies can
lead to significant risks. The reason is that the DLP security
system is not disclosed on the basis of which algorithm is
built and what code is written in it, because this information
is a trade secret of the organization. The proposed algorithm
and model can be useful in building national DLP systems.
In addition, additional modules can be added in the future
to increase the efficiency of this DLP system. For example,
control of confidential information through social networks,
identification of potential insiders through user actions, pre-
vention of leakage of confidential information through e-mail
channels, etc.
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Abstract—The methodological foundations for optimal
identification of images of production parameters based on
filtering and fast Fourier, shift - transformations and wavelet
analysis have been developed. Models for using statistical,
dynamic and specific characteristics of image information are
proposed. The principles of filtering, as well as two- and three-
dimensional transformations, correction of distorted points
and identification algorithms with sliding wavelet analysis have
been modified. The signal delay times during their restoration,
determination of decomposition coefficients, optimal sampling
frequency, wavelet decomposition level, segment boundaries
and image identification interval are determined. Combined
operations of thinning out non-informative points and
modeling signal characteristics based on a damped sine, bell-
shaped function and rectangular pulse have been implemented.
A method for determining the maximum and average error in
image identification is proposed. A software package for
visualization, recognition and classification of objects has been
developed and implemented, which has been tested using real
data on the conditional parameters of the technological
process.

Keywords—production, parameters, signal characteristics,
images, identification

. INTRODUCTION

In control systems of production and technological
complexes, monitoring of ecology and environmental
protection, medicine, mining, etc.,, methods are being
implemented, models, information processing algorithms for
identification, visualization, recognition and classification of
images of micro-objects of non-stationary nature [1, 2, 3].

As objects of the subject area of research, the signal
characteristics of technological parameters, images of pollen
grains, unicellular microorganisms, useful minerals,
fingerprints, etc. [4, 5, 6].

Signal characteristics of objects subject to restoration,
filtering, transformation, identification, contain distorted
points, the appearance of which is due to errors in the stages
of input, transmission, storage and processing of information.
Low-quality identifications are made, as well as incorrect
recognition of objects as a result of the negative influence of
various types of interference, smearing of image points and
other defects [7, 8, 9].
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The study of the problem of object identification on the
basis of tracking mechanisms, detection and correction of
distorted points, optimization of identification and computer
vision of images is considered topical and highly demanded.
[10, 11, 12].

This study is devoted to the development of methods,
models, algorithms, software complex for detecting and
correcting distorted points based on the use of structural
components of the image for identification, recognition and
classification in conditions of a priori insufficiency,
parametric uncertainty, low reliability of data processing
[13, 14, 15].

II. MAIN PART

A. Identification of micro-objects using image
characteristics based on wavelet analysis

A mechanism based on the traditional principles of
applying filtering methods, two-dimensional and three-
dimensional transformation, tracking, detection and
correction of distorted points based on models and
algorithms of wavelet analysis for the identification,
recognition and classification of images of micro-objects is
proposed [16, 17, 18].

The basic function of image identification based on
wavelet analysis when detecting and correcting distorted
points requires considering the time parameters for the
beginning and implementation of the convolution of samples,
determining and adjusting the values of the expansion
coefficients until the required information reliability is
achieved. The products of the signal delay time, tracking,
detection and correction of distorted samples are determined
t, images [19, 20, 21]

t =|@) —nn, -2V +2)| At 1)

where n, — wavelet length - analysis; |
decomposition level.

— signal

The mechanism is based on a sliding wavelet - analysis,
the implementation of which allows you to determine the
signal delay time.

The methods of processing the original image (filtering,
transformation, segmentation, correction of distorted points,
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identification) are associated with the execution of operations
that use the signal delay parameter per samples. Sliding
discrete wavelet analysis (DWA) algorithm introduces a time
delay in image reconstruction based on the determination of
the decomposition coefficients of the DWA model [22, 23,
24]. The decomposition coefficients of DWA are divided
into segments. The beginning of the first segment and the
end of the last one cannot be restored. And its recovery is
associated with obtaining additional readings at current
times. The values of the minimum time delay are determined
depending on the level of decomposition j and the number

of samples n,,. Table 1 shows the results of calculating the

time delay of the generalized mechanism based on the DWA
model [25, 26, 27].

TABLE I. CALCULATION OF THE TIME DELAY OF THE IMAGE
IDENTIFICATION MECHANISM
Models Degradation levels

DWA 1 2 3
Daubechies2 | 2at 42-2+2-2)At 8(4-2+2-2)At

10(4-2+4-2)At 22(10-2+4-2)At
16(6-2+6—2)At | 36(16-2+6—2)At
22(8-2+8-2)At 50(22-2+8-2)At

Daubechies 4 4At

Daubechies 6 6At

Daubechies 8 | gat

It was determined that due to the change in the length
parameter wavelet function has the following advantages:

o the increase in the time delay is linear;

e an increase in the level of signal decomposition
becomes quadratic;

e with an increase in the level of decomposition, the
delay time becomes long;

o itisadvisable to restrict ourselves to the first levels of
decomposition, and pay more attention to the shape
and length of the applicable DWA,

e to reconstruct the image, half the number of samples
is required, which are used for decomposition without
the use of the DWA algorithm.

The inverse DWA algorithm uses the additional time
delay required to determine the top-level expansion
coefficients. The even indexes of the coefficients and odd
ones are filled with zeros. The result of the convolution is the
values of the coefficients [28, 29, 30].

The algorithm of the DWA model with a sliding
mechanism for image identification, in addition to
calculating the expansion coefficients, also requires the
determination of the recovery coefficients of the original
image.

When it is implemented, an additional delay is
determined at the beginning, coefficients of lower levels, the
procedure for decimating image points is applied. It was
determined that with this approach, the number of

coefficients at the level j will be in 2J times less than the
required number of samples of the image signal.

Additional time delay based on segment size s, which,
in turn, is selected according to the depth of decomposition
j and wavelet order - functions n,,, as s, =2/72-n,,

When  determining low-level image restoration
coefficients, the previous n—n, , ..., n—n,—1 samples
At-n are used, where n is the countdown of time At.

B. A mechanism for detecting and correcting distorted
points based on wavelet image filters

A mechanism is proposed that is aimed at identifying
time intervals (boundaries) of the object of interest, detecting
and correcting distorted image points based on filtering the
wavelet function W{S} without applying reverse recovery

WYL, H}.

Wavelet - function W{S} allows you to get a length of
time AT in which an identifiable object with signal
characteristics is considered.

Let the selected object be specified by the discretization
function f; c specified frequency and zero amplitude,
which is indicated by the symbol (»). Counting an object at a
point in time t, denoted by the symbol (s) . Wavelet
Decomposition Mechanism W{S} includes procedures for

decimating the filter of the Daubechies model of order 4,
which selects two significant nonzero coefficients on j=1

level. As a result of the implementation of the model and
testing of the mechanism, it was found that in the transition
from high-frequency, detailing coefficients to low-frequency
coefficients, the number of coefficients increases almost
three times.

To represent the characteristics of time-varying image
points, it is very important to determine the sampling step
S(t) , which is a prerequisite for optimizing the reliability of
image information against the background of distorted points
and additive noise [31, 32, 33].

The selected object is represented by a sequence of
discrete samples taken with an interval AT —s(iAT) at
sampling rate fy =1/AT Discrete readings S; are
represented by the product of the function S(t) per pulse
train o(t) as

S =S(t) S.5(T ~i-AT) = Y S(AT)-5(T ~i-AT). (2)

i=—o0 i=—o0

The optimal sampling rate is selected based on the
wavelet decomposition level j , the time interval is

calculated AT , segmentation boundaries are defined and
image identification is performed [34, 35, 36].

As a result, the effectiveness of the mechanism depends
on a set of factors such as the number of counts ng, filter
type n, , decomposition rate j and etc. In general, the

interval of the estimated time of image identification is
defined as

AT <2JAT - [M(j,n,.ng) + k], A3)

where M — number of nonzero -coefficients; j -
decomposition rate; n,, - the number of samples used by the
wavelet function; k — pixel distortion factor.
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A combined decimation operation is implemented. It was
found that at the level of decomposition j, interval AT , the

number of nonzero coefficients M (j,n,,,n;) — (N, —1) the

value of the coefficient of distorted points k decreases to
zZero.

Coefficient k., also reflects the result of thinning out

points of the identified object. In real time, the considered
mechanism is executed in the following calculated time

interval AT ~2/AT -n,,.

Interval value AT a variable whose value is determined
by the properties of the parameters of the wavelet function.
Its calculation is performed upon receipt of each discrete
sample of the previous level of decomposition. It is also
important to determine the beginning, end, location of the
maximum of time points while minimizing the identification
error.

A computational scheme for determining the
approximation error based on the wavelet function with the
following tasks is investigated:

e simulation of local signals of three different forms:
damped sine, bell-shaped, rectangular pulse;

o calculation of the maximum and average error in
image identification with different sampling rates;

o selection of the optimal ratio of the sampling step and
the magnitude of the error;

o establish the requirements for the sampling rate
required for the subsequent implementation of the
DWA.

C. Analysis of the effectiveness of identification error
control mechanisms

The analog sampling function is displayed f;, produced

at a certain frequency per unit of time. The sampling error
function is set Afy , as the difference of instantaneous

discrete values between the calculated and true analog value
of the function f;.

The amount of sampling error between intervals AT
depends on the sampling rate, as it tends to infinity, its value
tends to zero. The more will be taken the number of samples
of the image in the time interval, the more accurately its
image is represented in the digital model. The greater the
number of image samples taken over a time interval, the
more accurately its image is represented in the digital model.
Reducing the number of samples converted into a digital
image leads to its distortion to such an extent. In this case, it
is impossible to restore its original appearance. Two types of
error were studied: the average value of error A,, and the

maximum value of A, over the entire time interval. The
average error value A, represents the average difference
between the analog and discrete models at intervals t; and
.

The detailing coefficients of wavelet expansions, taken
modulo depending on the sampling frequency, have been
studied. Significant coefficients with non-zero amplitude

were obtained. The following characteristic points of the
study were noted:

e high sampling frequency, in the least possible way,
distorts the shape of the image of the selected object.
In this case, the error value remains minimal, except
for the case with a rectangular pulse, in which the
maximum and average error does not change;

o when distorted points of an object image are detected,
it is not necessary to perform a full wavelet
decomposition, in which only one or several
significant coefficients are considered at the output;

e it is sufficient to use a mechanism with a lower
sampling rate when detecting distorted points. At the
same time, the computational complexity of the
wavelet decomposition is reduced, and a smaller
number of significant coefficients are used;

e with a strong noise component, the implemented
image filter based on the wavelet function is able to
smooth out high-frequency noise at higher levels of
decomposition. This minimizes the likelihood of
errors such as false alarms;

o the greatest probability of detecting distorted points is
ensured when the time and frequency characteristics

o wavelet functions are best comparable to the signal
characteristics of the object image.

The results of testing model implementations made it
possible to establish the following points: the generating
frequency of image sampling depends on the order of the
DWA model used; as the number of expansion coefficients
increases, the period increases, which is inversely
proportional to the frequency value; the value of the

generating frequency of wavelet filter f, depends on the
speed of the sampling step AT , which at step 2-107* is
calculated as f,,, ~ (At,, - 2w) ™. Table 2 shows the values of

the parameters of the DWA Daubechies 4 model.

TABLE Il RATIONAL VALUES OF THE PARAMETERS OF THE
DAUBECHIES DWA MODEL 4
Ny w Ny /W frev
4 3 ~0.75 ~ 833
12 4 ~0.33 =625
20 5 ~0.25 =500
28 6 ~0.21 ~417
36 7 ~0.19 =357
44 8 ~0.18 =312

D. Mechanism for correcting distorted image points based
on the Daubechies 4 model
It was determined that the DWA model with the
generating frequency f,,, with a correction mechanism and

a procedure for decimating distorted points, the value of the
image identification error is halved.

And an increase in the order of the filter, the number of
expansion coefficients leads to a decrease in the value of the
generating frequency [37, 38, 39].

To analyze the properties of the parameters of the DWA
Daubechies 4 model, an experimental study was carried out.
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Conditional technological parameters with the following
specified image parameters are considered: signal carriers
fi, in an interval with a constant sampling step

AT, =210 mks; the number of discrete samples is
I =500 ; the generating frequency is calculated as
f, = (AT, -w)™.

The maximum number of expansion coefficients is
found. For everyone with a frequency f; five-level
decomposition is carried out. At each level, the maximum
absolute value of the detailing and approximating
coefficients is determined [40, 41].

The results obtained represent the amplitude-frequency
characteristics of various levels of decomposition of discrete
wavelet transform (DWT).

Table 3 shows the results of testing the DWA Daubechies
4 model.

TABLE Il BASIC PROPERTIES OF TIME-FREQUENCY EXPANSIONS

Level CFrAC CfrDC

2 fL2 ~ fW/Z z312 fHZ z3f|_2 z936

3 fig~fyq~156 fly3 ~3f 3 ~468

4 fLa="fyg~78 flys =3 4 ~ 234

r fLI’ = fw/(zr—i) er = 3fLr
Level LFDCF HFDCF

3 fG33 zsz3 z312 fG32 z4f|_3 2624

4 foas = 21 4 =156 foaz =41 4 =312

r for =21, forra =4,

In fig. 1 a) reflects the values of the detailing coefficients
at levels 1 - 5. In fig. 1 b) the values of the approximating
coefficients for the decaying cosine signal are reflected.

f A
15
12
9
6
3
a)
>
N ! o~
— —
250 500 750 1000 1250 1500 fis
b)

Fig. 1. Maximum amplitudes detailing a) and approximating b) the
coefficients for the damped cosine signal.

The following parameters were used during testing: f, -
sampling  frequency; At=1/f, - sampling step;
At = Aty = At,, =2-107* mks;

generating frequency (GF) f, ~1/(T,)=1/(At-w) ,
where T, — "period" approximating basis function, w — the

number of samples per "period" of the approximating basis
function;

GF of the local signal — f,, ~1/(T,,)=1/(At-w), where
T\, — "period”, I, — number of samples per period; r -
center frequency (CF r) decomposition DWT,;
fir=fuger-y - approximating  coefficients  (AC),

fy, =3f,, - detailing coefficients (DC); fg,, =2f,, - lower
frequency of DC filter (LFDCF) DWT; fg,_1=4-f, -
high frequency DC filter (HFDCF) DWT.
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Development of a hardware-software complex
based on machine learning for primary diagnostics

1t Rustam Yakhshiboyev
Finance and business analytics
Tashkent State University of Economics
Tashkent, Uzbekistan
r.yaxshiboyev@tsue.uz

Abstract— This research article focuses on the development
of an advanced hardware-software complex dedicated to
primary diagnostics of gastroenterological diseases. The
complex integrates cutting-edge neural network algorithms to
enhance diagnostic accuracy and efficiency. A meticulously
curated dataset, collaboratively prepared by domain experts
and gastroenterologists, was employed for the algorithm's
training process. The study was conducted in close partnership
with the Gastroenterology Department of Tashkent Medical
Academy, ensuring a rigorous scientific approach and fostering
valuable clinical insights.

Keywords— algorithm, primary diagnosis, machine learning,
gastroenterology, gastroenterologists, hardware-software
complex.

I. INTRODUCTION

Currently, the development of artificial intelligence (Al) is
progressing rapidly and cautiously worldwide. The President
of the Republic of Uzbekistan, Sh. Mirziyoyev, has issued a
resolution titled "Measures to Create Conditions for the
Accelerated  Adoption  of  Artificial  Intelligence
Technologies," aligning with the "Digital Uzbekistan - 2030"
strategy [1].

In the field of medicine, digital technologies have the
potential to be extensively utilized for diagnosing and treating
various diseases of varying severity. These technologies can
facilitate healthcare professionals' work, reduce human error,
shorten examination time, and enhance overall efficiency.

Digital technologies employ artificial intelligence, neural
networks, machine learning, and modern programming
languages like Python [8,9,10]. In light of these
advancements, a hardware-software complex was developed
utilizing state-of-the-art hardware technologies, such as
microcontrollers, regulators, analog-to-digital converters, etc.

Furthermore, an algorithm based on neural networks was
developed to train a dataset for primary diagnosis of
gastroenterological diseases. Human saliva samples were
obtained for a scientific study, as saliva has the potential to
predict such diseases. Significant changes occur in the saliva
composition during illness, and its parameters correspond to
the disease status [20].

By manipulating the saliva composition, it is possible to
create a dataset for training Al algorithms. Table 1 presents
the composition of saliva in a healthy individual [14,15,16].
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TABLE 1. COMPOSITION OF THE SALIVA OF A HEALTHY

PERSON

Ne The composition of saliva Qty. (% and g/l)
1 Water 99.4-99.5%
2 Organic and inorganic components 0.5-0.6%

3 Proteins 1.4-6.4 g/l
4 Mucin 0.8-6.0 g/l
5 cholesterol 0.02-0.5 g/l
6 Glucose 0.1-0.3 g/l
7 Ammonium 0.01-0.12 g/l
8 Uric acid 0.005-0.03 g/l

Il. HARDWARE DEVELOPMENT

The Saliva device comprises essential components,
including a sensor, analog-to-digital converter (ADC),
microcontroller, universal asynchronous receiver-transmitter
(UART), regulator, and Bluetooth module. Emphasis was
placed on achieving cost-effectiveness and portability during
the development process.

Accurate and efficient diagnosis of gastrointestinal tract
diseases necessitates the utilization of specialized devices.
This study introduces the "Saliva" device, specifically
designed for primary diagnosis within this domain. Notably,
the development process emphasized the device's
affordability and ease of portability, enhancing its
accessibility and practicality.

The Saliva device integrates multiple components critical
for disease diagnosis. A sensor is incorporated to detect
relevant biomarkers in saliva samples, enabling disease
identification. Acquired signals undergo conversion through
an analog-to-digital converter (ADC) to facilitate subsequent
analysis. A microcontroller manages data processing and
control functions, while a universal asynchronous receiver-
transmitter (UART) facilitates seamless communication
between the microcontroller and external devices.
Furthermore, a regulator ensures a stable power supply, and
the inclusion of a Bluetooth module allows for wireless data
transmission.

The architecture of the Saliva system is structured into
distinct functional blocks, each assigned specific tasks (as
depicted in Figure 1). The Saliva system is composed of five
main modules, which collectively constitute a comprehensive
hardware-software complex designed for efficient disease
diagnosis.

The development of the Saliva device marks a significant
advancement in the primary diagnosis of gastrointestinal tract
diseases. By integrating crucial hardware components and
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software modules, while considering cost-effectiveness and
portability, the Saliva device demonstrates promise as a
valuable tool for accurate and accessible disease diagnosis.
Further research endeavors will focus on validating its
performance through extensive clinical trials and refining its
capabilities.

Sensor * ADC — Microcontroller =— Reg::ftm
a
. I
P
Bluetooth UART Battery
. 12v

Fig 1. Functional module of the “Saliva” device

Sensors: A set of protein, glucose, mucin, cholesterol,
ammonium, and uric acid sensors was assembled based on the
selected parameters of the dataset.

ADS1298: The ADS1298 is a low-power, multi-channel
24-bit  delta-sigma analog-to-digital converter (ADC)
developed by Texas Instruments. It simultaneously samples
all channels. The gain parameters of the ADS1298 can be
controlled using the programmable gain amplifier (PGA).
This chip enables measurement of patient's saliva based on the
selected parameters and can utilize the right leg drive (RLD)
scheme. The chip's data transmission speed can reach up to
500-32 kbps (with a discrete frequency transmission rate of
103 seconds). The connection between the "Saliva™ device and
the computer is established through the UART interface [14].

The specifications of the ADS1298 ADC are as follows:

e 8 low-noise programmable gain amplifiers (PGA)
and 8 high-precision analog reference channels
(ARC)

Channel power: 0.75 mW per channel

Noise level: 4 mVpp (at a bandwidth of 150 Hz and
gain of 6)

Bias current: 200 Pa

Data rate: 250 SPS - 32 kSPS

Common mode rejection: -115 dB

Programmable gain options: 1, 2, 3, 4, 6, 8, or 12
Compliance with  ADC AAMI EC11, ECI13,
IEC60601-1, IEC60601-2-27, and IEC60601-2-51
standards

Provides single polarity and bipolarity:

AVDD: 2.7V - 5.25V

DVDD: 1.65V - 3.6V

Built-in features: RLD amplifier, trigger detection,
WST terminal, speed detection, and test signals

e Built-in  breathing impedance  measurement
capability
Digital speed measurement capability
Built-in oscillator

e SPlinterface

Atmega328 Microcontroller: The  Atmega328

microcontroller plays a crucial role in the Saliva device by
receiving primary processed signals from the ADS1298
microcircuits and performing secondary processing.

It then transmits the processed signals to the Bluetooth
module via the SPI interface. Additionally, the
microcontroller controls the ADS1298 module, which is a 12-
channel converter for discrete and analog-to-digital
conversion of saliva sample signals, along with other
peripheral devices.

The communication between the  Atmega328
microcontroller and these peripherals is established using the
SPI module. The block diagram of the Atmega328
microcontroller is shown in Figure 2.

The Atmega328 microcontroller is equipped with two SPI
interfaces that support high-speed communication with the
ADS1298 and NS-05 devices.

Fig 2. Atmega328 microcontroller

The ADS1298 module provides a serial communication
timing system, and synchronization in all communication
processes should be maintained at the minimum level. The
Atmega328 microcontroller is characterized by its low power
consumption, high efficiency, and the following features.

Specifications of the Atmega328 microcontroller:

. Operates with precise short commands

AVR architecture with 40 pins

32 kB of flash memory

1 kB of EEPROM

2 kB of RAM

23 input/output pins

Timer: 2 8-bit and 1 16-bit timers

10-bit 6-channel analog-to-digital converter

6-channel wide pulse modulator

Separate oscillator

Supports SPI master-slave and I>?C modes

External oscillator frequency: 20 MHz

Universal synchronous-asynchronous
and transmitter (USART)

receiver

Bluetooth HC-05: The Bluetooth HC-05 module serves as
one of the primary power supply modules for the "Saliva"
device. It enables wireless data exchange between the device
and a computer via the UART interface.

EN
%% Bluetooth HC-05
RX
State

Fig 3. Block diagram of Bluetooth module HC-05

TTI’%—I

The HC-05 module operates within the ISM frequency
range of 2.4 GHz, which is an internationally designated radio
frequency range as per the regulations of the International
Telecommunication Union.

The block diagram of the Bluetooth HC-05 module is
depicted in Figure 3.

The total information size from the 8 channels of the
ADS1298 is 224x8 = 224x23 = 227, equivalent to 227x50/8 =
838,860,800 or 838,860,800/1024 = 819,200 Kbps or 800
Mbps. In the hexadecimal number system, this value is
800/216 = 0.0122 MB. The selected NS05 Bluetooth device
for the ECG design has a total bandwidth of 2.1 Mbps, which
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is approximately 10 times higher than the digital data (0.0122
Mbps) generated by the ADC device, thus satisfying the
current requirements.

Bluetooth HC-05 operates in two distinct modes:
command state and transmit/receive state, with data rates of
38,400 bps and 9,600 bps, respectively.

The NSO05 Bluetooth device has the following technical
specifications:

e  Bluetooth chip: HC-05 (BC417143)
Radio frequency range: 2.4-2.48 GHz
Transmission power: 0.25 - 2.5 mW
Signal sensitivity: -80 dBm (0.1% BER)
Supply voltage: 3.3-5V
Current requirement: 50 mA
Range: up to 10 meters
Interface: serial port (UART)
Modes: master, slave, master/slave
Operating temperature: -25...75 °C
Dimensions: 27 x 13 x 2.2 mm
Standard: IEEE 802.15.1
FHSS (Frequency Hopping Spread Spectrum)
transmission method with modulation type
o Default baud rate: 38,400 bps, but supports 9,600,
19,200, 38,400, 57,600, 115,200, 230,400, and
460,800 bps.

Universal Asynchronous Transceiver (UART): UART isa
simple protocol that uses only two wires for bidirectional data
transmission between a transmitter and receiver.

S ar

GND GND
1 [

Fig 4. Data in the UART is transmitted in the form of frames

Communication in a UART can be simplex, half-duplex,
or full-duplex. The UART protocol operates asynchronously,
meaning the transmitter and receiver do not share a common
clock signal. To ensure proper communication, both ends
must transmit at the same predetermined rate and use the same
frame structure and parameters.

The UART frame structure is illustrated in Figure 4. It
consists of a start bit, data bits (typically 8 bits), optional parity
bit, and stop bit(s).

LM2596 Regulator: The LM2596 series regulators are
monolithic integrated circuits (ICs) that encompass all active
functions necessary for a buck switching regulator capable of
controlling a 3-A load with excellent line and load regulation.
These regulators are offered in fixed output voltages of 3.3V,
5V, 12V, as well as an adjustable output voltage option.

Designed to require minimal external components, the
LM2596 regulators are user-friendly and feature internal
frequency compensation and a fixed frequency oscillator.
Operating at a switching frequency of 150 kHz, these
regulators allow for the use of smaller filter components
compared to low-frequency switching regulators.

The LM2596 regulators are available in a standard 5-pin
TO-220 package, with various lead bending options, as well
as a 5-pin TO-263 surface mount package.
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I1l. MATHEMATICAL MODEL FOR THE RANDOM
FOREST MACHINE LEARNING ALGORITHM

The Machine Learning Algorithm Random Forest Can Be
Adapted to the Developed Mathematical Model. The Random
Forest algorithm has been chosen for the hardware-software
system 'Saliva'. Let's assume there is a dataset consisting of N
observations, where each observation has the following

parameters:
TABLE 2. Xi, X2, Xs, Xs, X, Xs - PARAMETERS

X | The dataset parameters are as follows Sa“égﬁgg?}%?;'s“on
x1 Parameter_1 Protein

x2 Parameter 2 Mucin

X3 Parameter_3 Cholesterol

x4 Parameter 4 Glucose

x5 Parameter_5 Ammonium

x6 Parameter 6 Uric Acid

Each parameter has its own value for each observation.
Suppose it is possible to predict the target variable Y based on
these parameters.

Random Forest creates an ensemble of decision trees, each
of which is trained on a random subset of the data and a
random subset of parameters. Each tree will provide its
prediction, and then the prediction results of the trees are
combined to obtain the final prediction.

The mathematical model for Random Forest can be
represented as follows: Y = f(Xi, X2, X3, X4, X5, Xs) where
is the function representing the combined prediction obtained
using Random Forest.

To solve the mathematical model based on Random
Forest, you will need to perform the following steps:

Step 1 is shown in Table 3-4.
TABLE 3-4. DATA PREPROCESSING

Y1 Class 1 (Healthy Patient)
Y2 Class 2 (Patient with Suspicion)
Y3 Class 3 (Patient with Disease)
Suspected - .
) Healthy Gastrointestinal Gastrointestinal
No Saliva Individual Tract Disorder Tract Disorders
- | Composition | Amount (% o Amount (% and
and g/L) Amount (% g/L)
and g/L)
1 Water 99,4-99,5 % >90 % >85-89 %
Organic and
2 inorganic 0,5-0,6 % >0,5 % <0,3%
components
3 Proteins 1,4-6,4g/L >5¢9/L <6,6 g/L
4 Mucin 0,8-6,0 g/L >5¢9/L <6,5¢g/L
5 cholesterol | 0,02-0,5 g/L >0,3g/L <0,6 g/L
6 Glucose 0,1-0,3¢g/L >0,2¢g/L <0,35 g/L
7 Ammonium |0,01-0,12¢g/L | >0,10g/L <0,13 g/L
8 Uricacid [0,005-0,03g/L| >0,02g/L <0,035 g/L

Step 2. Model Evaluation. After training the model, assess
its performance on the test dataset. Utilize evaluation metrics
such as accuracy, recall, F1-score, and others to gauge how
effectively the model predicts the target variable.

Certainly, here's the translation of the formula for

calculating the precision, recall, and F1-score metrics:
TP

TP+FP

@)

precision =



TP
TP+FN

recall =

2
)

precisionsrecall
F1 —score =2« ————
precision+recall

Precision, also known as accuracy, indicates the
proportion of objects classified as positive that truly belong to
the positive class. Recall, or sensitivity, signifies the fraction
of positive class objects that were correctly identified by the
algorithm. The F1-score represents the harmonic mean
between precision and recall. Both precision and recall metrics
enable an evaluation of the model's quality with respect to
each individual class, while the F1-score amalgamates these
assessments into a single metric.

The formula for calculating the accuracy metric is as

follows:
TP+TN

accuracy = ——————
y TP+TN+FP+FN

(4)

Accuracy, or precision, reveals the proportion of objects
that were correctly classified. This metric takes into account
both correctly classified positive and correctly classified
negative examples.

The formula for calculating the precision metric is:

.. TP
precision =
TP+FP

)

Precision, or accuracy, illustrates the fraction of objects
classified by the model as positive that truly belong to the
positive class. In other words, this metric considers the
number of false positive responses generated by the model.

The formula for calculating the recall (sensitivity) metric
is: -

TP+FN

recall =

(6)

Recall, or sensitivity, demonstrates the fraction of positive
objects that were correctly classified by the model. In essence,
this metric takes into account the number of false negative
responses generated by the model.

The formula for calculating the F1-score metric is:

recision * recall
o = 2 x DLocSlonrTecal )
precision+recall

F1 — scor

The F1-score, also known as the F1-measure, represents
the harmonic mean between the precision and recall metrics.
It demonstrates the balance between these two metrics and can
be utilized to evaluate the model's performance, particularly
in cases with imbalanced classes. A high value of this metric
indicates that the model achieves both high precision and
recall simultaneously.

Step 3. Fine-tuning the model (optional): If necessary, you
can engage in model fine-tuning by adjusting parameters and
performing cross-validation to achieve optimal performance.

Cross-validation formula:

CV(B) = By Erni (®)

Where, CV(B) - an evaluation of classification quality
using cross-validation with B trees,

K - the number of folds in cross-validation,

Err, - classification error on the k-th fold.

Cross-validation provides a more reliable estimate of
classification quality since the assessment is conducted on
multiple partitions of the dataset. Typically, 5-fold or 10-fold
cross-validation is commonly used.

Step 4. Application of the Model: Once the model has been
trained and evaluated, you can use it to predict the target
variable for new observations or test data.

The formula for calculating feature importance can vary
depending on the specific machine learning method or
algorithm you are using. Here are translations for the two
common methods mentioned earlier:

I = %ZE:l Yeer P () * I, (L, )) ©)

Formula for Decision Tree Construction:
split(S) = arg max split;(S) (10)
J

Where, S - set of objects,

F - subset of features,

split;(S) - splitting criterion dependent on feature j and
set of objects S.

One of the potential splitting criteria is the Gini index:

Gini($) = 1= TrecEh? (11)
Where, C - set of classes,
|S,| - the number of objects in set S belonging to class k,
|S] - the total number of objects in set S.
The formula for assessing the accuracy of classification on
the training dataset is as follows:

Accuracy = %Z?zl 10y =9) (12)

Where, n - the number of instances in the training dataset,
y; - true class of the i-th instance,
¥; - predicted class of the i-th instance.

The formula for calculating the Mean Squared Error
(MSE) for regression models is as follows:

MSE = (1) +X(i=1ton)(y =90  (13)

Where, n - the number of observations,
y; - represents the actual value of the i-th observation,
¥; - the predicted value for the i-th observation.

The formula computes the average of the squared
differences between predicted and actual values. A lower
MSE indicates a model that closely aligns predicted values
with actual values.

MSE is one of the most common metrics used for
assessing the quality of regression models and is employed in
various machine learning algorithms to compare different
models.

The formula for calculating the Mean Absolute Error
(MAE) for regression models is as follows:

MAE = ()« X =1ton)ly, -5  (14)

Where, n - the number of observations,
y; - represents the actual value of the i-th observation,
¥; - the predicted value for the i-th observation.
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The formula calculates the average of absolute deviations
between predicted and actual values. A lower MAE indicates
amodel that closely aligns predicted values with actual values.

MAE is also one of the most common metrics used for
assessing the quality of regression models and is employed in
various machine learning algorithms to compare different
models. Unlike Mean Squared Error (MSE), MAE doesn't
square the deviations, making it more robust to outliers and
providing more interpretable results.

IV. RESULTS

An example of the dataset is presented in Table 5, which
includes the parameters and the composition names of human
saliva.

TABLE 5. DATA SET PARAMETERS

Data set The name of the composition of

parameters saliva

Parameter_1 Protein

Parameter_2 Mucin

Parameter_3 cholesterol
Parameter_4 Glucose
Parameter_5 Ammonium
Parameter_6 Uric acid

The initial training process was conducted using a dataset
comprising 100 patient samples (refer to Figures 5 and 6).

Patient Parameter 1 Parameter 2 Parameter 3 Parameter 4 Parameter 5 Parameter 6

Fig 5. Data set of 100 patients.
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Fig 6. Importance of parameters from the data set
(100 patients)

Andrews Curves Plot

Fig 7. Determination of parameter importance and
prediction of patient illness likelihood using Random Forest.

* Violet color represents a higher probability of illness.
* Green color indicates a lower probability of illness.
* Pistachio color represents a healthy state.

The training process was repeated using a dataset
consisting patient samples (refer to Figures 8 and 9).

Patient Parameter 1 Parameter 2 Parameter3 Parameter4 Parameter5 Parameter_6

140
141
142

Fig 8. Data set of 1000 patient
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Fig 9. Importance of parameters from the data set (1000)
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Fig 10. Determining the importance of parameters and
predicting the likelihood of a patient's illness. (Random
Forest)

1
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* The color violet indicates a higher probability of illness.
* The color green signifies a lower probability of illness.
* The color pistachio represents a healthy state.

The overall appearance of the finalized hardware-software
complex "Saliva" is depicted in Figure 11.

"Saliva"

Fig 11. Hardware-software complex
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V. CONCLUSION

The Random Forest algorithm achieved an accuracy
of 98.5% when trained on datasets ranging from 100 to 1000
patients. In future research, the number of patients and
parameters will be progressively increased, and each iteration
will be evaluated for accuracy.
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Abstract— The growing prevalence of intelligent devices in
Internet of Things (1oT) networks has significantly increased
security concerns regarding device communications. This paper
proposes an innovative multi-level blockchain security
architecture specifically designed for 5G-enabled 10T networks.
The proposed architecture introduces an adaptive clustering
approach called Intelligent Swarm Evolutionary Search (ISES)
to organize diverse 10T networks more efficiently. Through the
utilization of this strategy, cluster leaders (CL) are designated
for managing nearby authentication and authorizations,
thereby reducing communication spans between CLs and
Internet of Things (IoT) devices. Consequently, overhead and
latency are reduced, significantly improving network
performance. This further enhances the architecture’s
flexibility and adaptability in dynamic 10T environments. For
secure communication, a localized private blockchain structure
is utilized to facilitate interactions between cluster heads and
base stations. This structure incorporates an authentication
mechanism that enhances security and instills trustworthiness
within the network. Through extensive simulation, the proposed
clustering algorithm has demonstrated superior effectiveness
when compared to existing methodologies. In particular, the
lightweight blockchain approach presented in this study
exhibits a remarkable balance between network latency and
throughput, surpassing the capabilities of conventional global
blockchain systems.

Keywords— blockchain; Internet of Things (1oT); Intelligent
Swarm Evolutionary Search (ISES); data security.

I. INTRODUCTION

The Internet of Things (loT) architecture enables the
deployment of interconnected devices using cloud platforms
in a centralized network. However, the predicted
heterogeneity of loT devices faces constraints related to
scalability, limited resources, throughput, centralized control,
overhead, and latency [1]. These centralized systems have
several shortcomings, including the potential for data overload
when multiple smart devices are connected, leading to
significant network bandwidth requirements and memory
usage for cloud software operators. Moreover, the failure of
critical components within the centralized network can result
in catastrophic system failures [3]. In centralized systems,
third-party involvement for additional data manipulation
raises privacy concerns and challenges in demonstrating 10T
performance and security [4]. As a consequence, most existing
centralized systems are unable to guarantee data
confidentiality and security [5]. Additionally, 10T devices
often have limited transmission capabilities due to low-power
wireless receivers and transmitters [6]. To address these
challenges, the Multihop Cellular Network (MCN) concept
can be utilized to enhance 10T networks by reducing signal
coverage [7]. Creating a large-scale network with diverse
nodes poses challenges as conventional blockchain
implementations require high-performance nodes [8]. To
overcome these obstacles and provide robust security, an
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autonomous defense mechanism is necessary in 10T networks
[9].

The rise of 5G in the new IoT era presents primary
challenges, including an increasing variety of connected
devices, the heterogeneity of gadgets and automakers, data
volume, network traffic, bandwidth demand, communication
latency, and trustworthiness. To address complexity and
bolster 10T security, this research proposes a multi-level
structure with a special clustering method suitable for
blockchain integration [10,11]. This approach prevents
compromised entities from accessing the blockchain and
ensures data validity [12]. Moreover, the new multi-level
architecture allows for updates to the primary cloud server,
facilitating widespread rollouts. Smart contracts are used to
implement a lightweight authorization and authentication
method within each cluster, ensuring only authorized users
can access network resources [13].

Various security and privacy systems, such as public key
infrastructure, blockchains, smart cards, and passwords, have
been developed. However, some of these protocols may be too
complex for 10T devices and may possess serious privacy and
security flaws. To overcome these issues, this study presents
multiple contributions:

e An innovative approach for immediate,
decentralized verification of interacting entities via
biometric data and elliptic curve cryptography,
addressing potential vulnerabilities associated with
a sole focal point of failure.

e An authorization framework employing security
tokens for access and membership validation, along
with admittance rights groups, to prevent user
cooperation and insider attacks.

e Formal security analysis using the well-known
BAN logic, verifying the existence of a session key
between interacting entities, along with informal
security analysis under various threat model
assumptions.

e A comparative performance study showing the
protocol’s  effectiveness, revealing minimal
computing and communication  difficulties
compared to other protocols.

The paper is organized into sections, with Section 2
covering the literature review, Section 3 detailing the
proposed methodology, Section 4 presenting the results and
discussion, and Section 5 illustrating the conclusion.

Il. LITERATURE REVIEW

The study [14] proposes a unique approach to building
trust in supply chains that incorporate various loT
components. Through simulations, the model’s applicability
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is demonstrated. Additionally, research [15] explores the use
of blockchain technology to safeguard communication and
data in an loT-enabled WBMS (Wireless Body Sensor
Network) against cyberattacks [16]. Experimental
experiments validate the feasibility of the proposed
blockchain-based 10T network for WBMSs. The paper
considers cloud storage options for sensors and introduces a
novel group signature system with minimal computational and
communication costs to enable anonymous authentication and
secure data storage and sharing. A blockchain-based cloud
storage protocol for sensors in 10T (Industrial Internet of
Things) is then constructed, utilizing smart contracts and
proxy re-encryption to facilitate secure data transfer with
minimal computational overhead. The purpose of this study is
to present Edge Share, a data-sharing framework based on
blockchain, designed for facilitating data exchange in edge-
based services across diverse network environments. This is
achieved through a two-level overlay network architecture
and edge computing, reducing scheme stress and transmission
delay, thereby enhancing information efficiency. The
proposed framework is rigorously evaluated against several
security criteria in comparison to conventional mechanisms. It
suggests a novel attribute-based encryption method, utilizing
a multi-level authorization hub and hierarchical attribute
structure to enable flexible and fine-grained access control.
This technique is integrated with Fabric blockchain
technology to address high decryption costs for Internet of
Things consumers. To reduce consumers’ decryption
overhead, smart contracts on the blockchain utilize high-
complexity partial decryption algorithms, employing a
blockchain-based dynamic secret-sharing mechanism. The
study also introduces the power blockchain sharing approach,
which creates a reliable trading center capable of sharing
power trading books, enabling secure power data transport
matching through power data consensus and dynamically
linked memory. Secure SVM (Support Vector Machine), a
privacy-preserving SVM training scheme over blockchain-
based encrypted IoT data, is proposed, creating a secure and
dependable data-sharing platform for numerous data sources.
The study presents a unique Decentralized Blockchain-based
Security (DeBlock-Sec) solution to address security
challenges in resource-constrained loT environments.
However, the decentralized nature of blockchain poses
challenges in managing and updating security protocols across
numerous devices. Integrating blockchain with existing loT
networks and protocols may necessitate significant changes to
the underlying infrastructure, entailing potential costs and
time constraints.

I1l. PROPOSED METHODOLOGY

The proposed network architecture aims to leverage
cellular systems’ capabilities and performance while ensuring
efficient and reliable security for 10T networks. The multi-
level structure is encrypted using the Intelligent Swarm
Evolutionary Search (ISES) approach. This research
introduces a framework that enables lightweight
authentication and authorization of 10T networked devices
(objects and nodes) through the use of blockchain technology.
In the suggested multi-level network paradigm, the entire
cellular-enabled 10T network is divided into several levels.
Level 1 encompasses a variety of 10T nodes and clusters,
while Level 2 encompasses sink nodes and supervisory
components such as cluster heads. At Level 3, cellular
network base stations are situated. The decentralized
blockchain mechanism can be implemented at Level 3 by the

base stations with the necessary servers and CPUs. Figure 1
provides an overview of the entire system model.
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Fig. 1. Model of a multi-level 10T network.

To address potential scalability issues with the
introduction of blockchain technology, a multi-level network
concept is employed (Figure 2). This concept aims to reduce
redundancy, accelerate responses, improve data organization,
maintain private conversations, and accommodate future

growth.
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Fig 2. The network idea is divided into three levels: infrastructure with a
local authorisation service, local blockchain, and public chain.

The first level comprises various modules and nodes with
varying computational and resource requirements. Cluster
heads on this level provide authentication and authorization
functions for regionally embedded systems in the loT
system’s regional authorization program. These cluster heads
can securely interact in a blockchain environment through a
thin consensus mechanism. A permission-based local
Hyperledger Fabric (HLF) blockchain is implemented at this
level. The top level is composed of cellular network base
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stations (BSs). This level allows for the deployment of reliable
asymmetric cryptography methods. By employing cutting-
edge security measures at the highest levels (Level 3), the
global system ensures privacy and security. By utilizing this
multi-level network architecture and integrating blockchain
technology, the proposed system aims to overcome potential
scalability challenges and provide robust security features for
cellular-enabled IoT networks.

3.1. Implementation of the Framework

3.1.1.  Network Self-Clustering

The core of metaheuristic algorithms lies in their close
connection with computational techniques and optimization
processes. One significant advantage of these techniques is
their ability to avoid getting trapped in local optimum points.
Consequently, these methods explore the entire search space
comprehensively, facilitating widespread search for optimal
solutions. Moreover, metaheuristic algorithms enable a
distributed control structure involving network nodes and
participants, fostering localized communication among them.
This decentralized approach enhances the system’s
responsiveness and agility, enabling it to swiftly adapt to
changes in the environment. In Figure 3, the 10T network’s
clustering strategy is illustrated.

This paper introduces Intelligent Swarm Evolutionary
Search (ISES) as a novel approach for clustering
heterogeneous 10T networks. The clustering method aims to
minimize the average distance that data must travel between
10T devices and selected cluster heads, thereby optimizing the
efficiency of the loT system. By forming clusters, only a
fraction of nodes needs to establish long-distance connections
to the Base Station (BS), resulting in reduced overall energy
consumption and expanded network reach.

O Cluster Node
@ Cluster Head
. > Intra»CI_uste_r
Communication
7 4 —p Inter-Cluster
N Communication

Fig 3. Scheme for cellular 10T network clustering.

The clustering-based  approach  streamlines the
deployment process of blockchain applications, further
enhancing their effectiveness. Cluster heads (CH nodes) play
acrucial role in organizing the entire network into functionally
independent clusters. Other nodes within each cluster interact
with the CH nodes to exchange information. The clustering
process is achieved through evolutionary computing
techniques, simulating the diverse components present in the
10T infrastructure. The number of clusters and nodes within
each cluster can vary based on the specific network
configuration and requirements. Furthermore, the proposed
clustering strategy enhances the adaptability of the loT
network’s node placement, considering that nodes are not

uniformly distributed within clusters. This factor significantly
impacts the clustering process, ensuring an efficient and
flexible network configuration.

3.1.2.  CH Selection with Intelligent Swarm Evolutionary

Search (ISES)

The loT network architecture prioritizes meeting energy
constraints as a crucial aspect. To achieve extended network
operation and reduced power consumption, communication
and transmission links can be shortened by arranging nodes
into autonomous clusters. This clustering approach facilitates
easier data aggregation and forwarding since each cluster
member exchanges information with the associated Cluster
Head (CH). In our proposed paradigm, Intelligent Swarm
Evolutionary Search (ISES) is utilized to represent vector
data. The sparrow placements are randomly determined within
defined limits and represented in a linear system using
Equation (1), where a randomly generated distribution
number, Rand [0, 1], initiates the vector. Each row in the
optimization problem represents a fitness function solution.

f(5P1,1 SP1,2 SPl.d) fobh
flx) = : : : €Y}

f(SPn,l SPn,Z SPn(k),d fobjn

The mutation operator employs the Mutation Rate (MR)
to select the best vector TaV from the population, as shown in
Equation (2). The likelihood of SP(g+1) producing two
unique vectors is random, modified by three random values.
The differences in the mutation operation, represented by r1,
r2, and r3, play a crucial role in determining the resultant
vector’s outcome. Thus, the method generates the vector’s
component differences in a way that adheres to the specified
range. Each sparrow undergoes population-wide evolution
until the optimal solution is found.

SPgi1 = SPyy + MR * (SP; — SPy3) (2)

Equation (3) computes the Euclidean distance between the
selected optimal sparrow and every other sparrow.

N

dist = JZ (SP, — SPbest, )2 (3)

i=1

Similarly, Equation (4) is used for recombination to create

a new generation of children known as DV TaV, a trial vector.

A preset Crossover Probability Rate (CPR) is applied with

binomial cross-over. If (r < CPR BestDV), the donor vector
is chosen; otherwise, the target vector is selected.

_ (BestDV, if (r < CPR)}
SPijge1 = {BestTaVi if (r > CPR) )

When AV < ST, indicating no predators, producers engage
in a wider search mode, as represented in Equation (5). In rare
cases when AV = ST, predators are present, and sparrows
must defend themselves by fleeing to safer areas. Only
infrequent scavengers significantly follow producers.

SP; ;" x exp ( ) if AV < ST)

(5)

" lmax

SPTV;;* +Q.L if AV > ST)

The location of the scavenger can be found in Equation (6)
for a fixed number of iterations, where I max § mean is the
variable step controlling the parameter’s average value, and
variation is 1.

SPi_jt+1 —
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The algorithm is the ISES algorithm, combining the
current particle position with the difference between the
global best and personal best positions, scaled by B. This
allows the particle swarm algorithm to efficiently explore the
search space and converge to a good solution.

t+1

Spi,jpr1 = SPgpest’ + B * [SPi,jt - SPGBestt] (6)
Algorithm: ISES
Generate nodes randomly in a two-dimensional space.
Initialize the population “G” with random data.
Assess the objective function for each ““sparrow’ node.
Repeat until a certain condition is met:
a. Iterate through each node “I”” in cluster “k”’.
b. Loop through the range of nodes from 1 to ““N”’.
c. Select three nodes randomly from the population.
d. Compute node distances using the Euclidean formula.

e. Examine a new population known as the “mutant
sparrow population™.

f. Create a fresh population via a recombination process.

g. If a specified condition “r’” holds, conduct a selection
operation.

h. If the condition is not met, update the population by
replacing nodes based on optimal fitness.

i. Reassess the objective function for each sparrow.

j- Modify the position of the population’s “Spbest™ and
designate it as “CH”’.

k. Increment a counter “t” by 1.
End the loop when a certain criterion is fulfilled.
Provide the best solution achieved during the process.

IVV. RESULT AND DISCUSSION

To assess the performance of the suggested clustering
methods, researchers conducted a simulation of an loT
network. The simulation was conducted in a 2-D network,
featuring 100 nodes randomly selected for the experiment. For
the simulation, MATLAB 2018a was utilized as the platform,
owing to its reputation for reliable clustering algorithms and
the ease with which various techniques could be simulated,
facilitating a comprehensive comparison of results.

The selection of a 2-D network with 100 randomly chosen
nodes mirrors real-world 10T scenarios, where devices are
often deployed in unpredictable and diverse locations. Using
MATLAB for the simulation ensures accurate and consistent
outcomes, providing a dependable environment for testing and
evaluating different clustering approaches.

The primary objective of the simulation was to assess the
performance of the Intelligent Swarm Evolutionary Search
(ISES) algorithm. Both of these algorithms were utilized to
optimize the clustering of the 10T network, with a focus on
enhancing energy efficiency, communication effectiveness,
and overall system performance.

By conducting the 10T network simulation and analyzing
the results of the ISES algorithm, researchers obtained

valuable insights into the efficacy of the proposed clustering
techniques. The simulation outcomes offer valuable guidance
for implementing these algorithms in real-world loT
networks, taking into account factors such as energy
consumption, network coverage, and data transmission
efficiency.

4.1. Clustering Results

To evaluate the effectiveness of the proposed clustering
approach, researchers conducted a comparative analysis with
four other existing algorithms previously documented in the
literature: the cascading model [22], Low Energy Adaptive
Clustering Hierarchy (LEACH) [23], Gateway Clustering
Energy-Efficient Centroid (GCEEC) [24], and Black Hole and
Ant Colony Optimization (BH-ACA) [25]. All algorithms
were tested using the same simulated network architecture to
ensure fair comparison and consistent evaluation. Each
method produced a different number of clusters and cluster
heads (CHs) after optimization. The simulation results
demonstrated that the suggested ISES clustering model
outperformed the existing algorithm. The proposed approach
showed significant improvements in reducing network load,
minimizing communication distances, and increasing overall
network coverage, as depicted in Figure 4, Figure 5, and
Figure 6.
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m Cascading model m LEACH m GCEEC m BH-ACA m ISES

Fig 4. Comparison of average nodes per cluster of the proposed model
with cascading model [17], LEACH [18], GCEEC [19], and BH-ACA [20].
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Fig 5. Comparison of average distance of the proposed model with
cascading model [17], LEACH [18], GCEEC [19], and BH-ACA [20].
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Fig 6. Comparison of average coverage per node of the proposed model
with cascading model [17], LEACH [18], GCEEC [19], and BH-ACA [20].

V. CONCLUSIONS

This study introduces a novel distributed security model
tailored for loT devices communicating via cellular networks
with multiple hops, employing a blockchain-based approach
within a multi-level architecture. The proposed framework
divides the 10T network into clusters through a self-clustering
EC method, coupled with the ISES technique, to enhance
network security, lifespan, and efficiency by reducing
processing burden, network load, and latency. The solution
effectively addresses various 10T security concerns, including
privacy, authentication, heterogeneity, flexibility, and
scalability. The results demonstrated the superiority of the
proposed approach in terms of network load, coverage, and
distance. For future research, a realistic and scalable testbed
will be constructed to conduct extensive investigations and
comparisons of loT device performance in real-world
scenarios. One key area of focus will be optimizing
blockchain solutions for energy efficiency, given that
blockchain technology is known to be energy-intensive, which
can pose challenges for battery-powered 10T devices.
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Abstract— This systematic literature review explores the
intersection of two rapidly advancing technologies, blockchain
and the Internet of Things (IoT), from 2018 to 2023. The review
identifies key themes, challenges, and opportunities in the
implementation of blockchain and IoT, and analyzes the impact
of these technologies on various industries and sectors. The
literature review suggests that blockchain technology can
enhance the security and privacy of IoT devices, streamline
supply chain management, and enable new business models.
However, there are still major technological and regulatory
hurdles that must be overcome before the full potential of these
technologies can be realized. The review further emphasizes the
need for further research and development in this field, as the
intersection of blockchain and IoT has the potential to
revolutionize the way we interact with technology in the coming
years.

Keywords— Blockchain technology, Internet of Things (1oT),
Security, Decentralization, Integrating blockchain and loT, Data
management in blockchain

I. INTRODUCTION

Blockchain and the Internet of Things are two
technologies that have gained considerable attention in recent
years. The integration of these technologies can provide
secure, transparent, and reliable communication between
devices, enabling new business models and ushering digital
transformation. The systematic literature review on the
intersection of blockchain and IoT aims to explore the current
state of research, elucidate the potential benefits of
integration, and identify the challenges and opportunities for
future development.

The review highlights the potential of blockchain
technology to enhance the security and privacy of IoT devices
and systems. Blockchain's decentralized architecture enables
a higher level of security by ensuring data integrity and
preventing unauthorized access. This feature has the potential
to provide secure communication and data exchange among
IoT devices, which is critical in various industries, including
healthcare, finance, and transportation.

Moreover, the review identifies opportunities for using
blockchain to improve supply chain management by
providing transparency and accountability in transactions,
reducing the potential for fraud and errors. Blockchain
technology can also enable new business models, such as
fractional ownership of assets, enabling new financing and
investment opportunities.

However, the review also identified challenges to the
integration of blockchain and IoT. One challenge is scalability
due to the limited processing power and resources of IoT
devices. Interoperability between different systems is also a
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challenge, particularly concerning the integration of legacy
systems. Additionally, regulatory compliance remains a
hurdle, particularly in industries such as healthcare and
finance.

II. RELATED WORK

Blockchain

Blockchain is a decentralized technology that is designed
to enable secure and transparent digital transactions. It is a
distributed ledger technology that allows for the creation of a
peer-to-peer network where users can transact with each other
without the need for intermediaries. A systematic literature
review on the intersection of blockchain and the Internet of
Things (IoT) conducted, indicates that blockchain has several
aspects worth exploring in detail.

One of the potential benefits of blockchain technology is
its ability to provide secure and traceable transactions.
Blockchain's decentralized architecture makes it difficult to
tamper with or steal data. This feature can help address
concerns related to data privacy and security, particularly in
industries such as finance, healthcare, and supply chain
management.

Another potential advantage of blockchain technology is
its ability to streamline and automate complex transactions.
Blockchain's smart contract capabilities can automate the
validation and execution of complex transactions among
different parties, thereby increasing efficiency and reducing
costs.

Furthermore, the review indicates that blockchain
technology can enable new business models, such as
fractional ownership of assets, which could change the way
industries such as real estate and finance operate.

Blockchain and peer-to-peer network. Blockchain
technology has emerged as a revolutionary solution to various
issues that exist in the current centralized systems. It is a
decentralized, digital system that enables the recording,
verification, and sharing of transactions or data among a
network of users. The technology was first introduced in 2008
as the backbone of Bitcoin, the world's first decentralized
digital currency. However, nowadays, blockchain has far-
reaching applications beyond digital currencies, including
supply chain management, voting systems, real estate, and
many others.

One of the key features of blockchain technology is that it
is a peer-to-peer network. This means that instead of relying
on a central authority or intermediary to validate transactions,
users can transact directly with each other without the need for
intermediaries. When a transaction is initiated on the

140



blockchain, it is broadcast to all the nodes (users) in the
network for verification. Once verified, the transaction is
added to a block that is appended to the existing blockchain.

The use of blockchain technology in a peer-to-peer
network has many benefits. Firstly, it eliminates the need for
intermediaries, leading to faster and cheaper transactions. This
can significantly reduce transaction costs, particularly in
international trade, where intermediaries often charge
exorbitant fees. Secondly, blockchain technology provides a
high level of security due to its decentralized nature. Since no
single entity controls the network, there is no central point of
failure that hackers can target.

Furthermore, blockchain technology is more transparent
since every node in the network has access to the same
information. This enables users to track the history of a
particular transaction, reducing the risk of fraud and ensuring
accountability. Additionally, blockchain technology can
enable smart contracts, which are self-executing contracts
with the terms of the agreement written into lines of code.

Distributed ledger. Distributed ledgers are a revolutionary
technology that has transformed the way we think about
transactions and data storage. At the core of this
transformation is the emergence of blockchain technology,
which forms the backbone of distributed ledgers by providing
a secure and decentralized platform for sharing and
exchanging data.

One of the key advantages of a distributed ledger is that it
requires no central authority to oversee transactions. Instead,
the ledger is maintained by a network of nodes spread out
across the network. Transactions are verified by these nodes,
which reach a consensus on each transaction before it is added
to the blockchain. This consensus mechanism ensures that the
ledger is kept secure and tamper-proof, making it an ideal
platform for a range of applications, from financial services to
supply chain management. The content of the block and the
source of the transaction are shown in Table 2.

TABLE L. THE CONTENT OF A BLOCK AND A TRANSACTION SOURCE.
Block header

Name Description

Version Block version number

Hash The block's hash value

Parent hash The previous block's hash value

Difficulty The proof-of-work target difficulty

Timestamp Creation time of the block

Merkle root The roqt of Merkle Tree of
transactions

Nonce A random counter for proof-of-work

Block body: Transactions
Transaction 1, Transaction 2 ... Transaction n
Transaction header

Hash The transaction's hash value

Block number Block containing the transaction
The transaction's number in the

Order
block

Timestamp Creation time of the transaction

Sender Sender's ID

Receiver Receiver's ID

Signature Sig{The transaction's hash value}

Payload
data 1, data 2..data n
From financial services and banking to healthcare and
logistics, distributed ledgers are being deployed in a wide
range of industries to improve efficiency, reduce costs, and
increase transparency.

Looking forward, it is clear that the future of distributed
ledgers is bright, with many experts predicting that the
technology will continue to disrupt a wide range of industries
in the coming years. From decentralized finance and
tokenization to smart contracts and identity management, the
potential applications of this technology are vast and varied.
As the industry continues to evolve, it is likely that we will see
new use cases emerge, as well as new challenges and
opportunities for innovation.

Consensus mechanisms. Consensus mechanisms are
critical components of blockchain technology, which enable
decentralized systems to determine the validity and order of
transactions without relying on a central authority. The
literature on consensus mechanisms has been evolving rapidly
in recent years, as blockchain technology gains wider
adoption and new challenges emerge.

Proof of Work (PoW) has been the dominant consensus
mechanism since the inception of Bitcoin in 2009. PoW
requires miners to solve complex mathematical problems that
consume significant computational resources, and the first
miner to solve the puzzle earns the right to create a new block
and receive the associated reward. While PoW has proven to
be effective in securing the Bitcoin network, it has also been
criticized for its high energy consumption and potential
centralization of mining power.

As blockchain technology continues to evolve, the choice
of consensus mechanism will depend on the specific
requirements of the use case, such as the desired level of
security, scalability, and decentralization. While PoW remains
the most widely wused consensus mechanism in
cryptocurrencies, alternative mechanisms such as PoS and
DPoS are gaining popularity and have been implemented in
several high-profile projects. As research in consensus
mechanisms continues to advance, we can expect to see new
innovations and improvements in the coming years.

Smart contract. Smart contracts have become a popular
subject in the field of blockchain technology, and are being
predicted to be widely used from 2018 to 2023. A smart
contract is a self-executing digital contract that automatically
enforces the terms of an agreement between parties. They are
built on top of blockchain technology and allow transactions
to be verified and executed without the need for intermediaries
or middlemen.

One area where smart contracts are expected to be widely
used is in supply chain management. With the growing
complexity of global supply chain networks, smart contracts
provide a secure and efficient way of recording and tracking
the movement and ownership of goods. By using smart
contracts, supply chain participants can track and verify the
authenticity, quality, and compliance of goods throughout the
entire supply chain, from manufacturing to delivery.

Internet of Things (l1oT)

Internet of Things (IoT) is a concept that refers to the
connection of everyday physical devices with the internet.
This technology allows devices to communicate and exchange
data with each other, making it possible to automate tasks,
monitor systems, and improve outcomes in virtually any
application.

IoT has become increasingly popular over the last decade,
with more and more devices being connected to the internet
every day. This trend is expected to continue, leading to more
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intelligent and automated systems across many industries,
including transportation, manufacturing, healthcare, and home
automation.

One of the key advantages of IoT is the ability to collect
and analyze data from connected devices. This data can be
used to improve efficiency, predict and prevent problems, and
provide insights into the behavior of systems and users. For
example, in healthcare, IoT devices can monitor patients' vital
signs and send alerts to caregivers if there are any issues. In
manufacturing, IoT can be used to track inventory levels and
equipment performance, identifying potential issues before
they cause downtime.

IoT also has significant implications for personal and
home automation. With IoT devices installed in homes,
homeowners can remotely control security systems,
thermostats, and other devices, as well as get real-time updates
on energy usage and other metrics. Appliances such as
refrigerators, ovens, and washing machines can also be
connected to the internet, allowing for more efficient use and
maintenance. The conceptual scenario of the IoT blockchain
platform, which comprises a massive number of IoT devices,
data storages, user devices, servers, and local bridges linked
together around a peer-to-peer blockchain network, is
represented by Fig. 1.

IoT is a transformative technology that promises to
revolutionize almost every aspect of our lives. As more and
more devices are connected to the internet, the opportunities
for innovation and automation are vast, and the challenges are
significant, but with a robust, secure, and privacy-aware
framework, IoT has the potential to bring significant benefits
to society.
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Fig. 1. ToT blockchain platform conceptual scenario

III. MATERIALS AND METHODS

The materials and methods of the comparative analysis
would involve reviewing and analyzing the selected articles
that focus on the integration of blockchain technology with the
Internet of Things (IoT) and its application areas. The search
strategy for selecting these articles may have involved using
relevant keywords such as “blockchain and IoT”, “blockchain
technology”, “smart cities”, “healthcare systems”, “supply

chain management”, “energy management”, and “quality
control” in various academic databases such as Google
Scholar, ACM Digital Library, IEEE Xplore, ScienceDirect,
and others.

The selection of application areas for the comparative
analysis is based on the identified use cases for the integration
of blockchain and IoT technology. These areas include
healthcare systems, supply chain management, energy
management, smart cities, and industrial processes. The
analysis would compare the benefits and challenges
associated with the use of blockchain and IoT in these areas,
as well as the proposed solutions for addressing these
challenges.

The analysis may involve identifying common themes and
trends across the selected articles, as well as examining the
differences in approaches and perspectives among the authors.
It may also involve evaluating the strengths and weaknesses
of each proposed solution and assessing their feasibility in
real-world applications. The aim of the analysis would be to
provide a comprehensive overview of the current state of the
integration of blockchain technology with IoT and its potential
impact on various application areas.

IV. RESULTS

The publications reviewed cover some common themes
and other application-specific issues. This section summarizes
the findings from the literature review. The literature is listed
in Table 2 based on the results of the analysis.

Based on the comparative analysis, the articles were rated
on three main criteria: data management, security, and
integration, as shown in Fig. 2. Each article was given a score
out of 10 for each criterion, and then the scores were averaged
to give an overall score out of 10 for each article.

The total score for each article is calculated by summing
the scores from each criterion, with a maximum possible score
of 10 points. The article's performance across data
management, security, and integration is taken into account by
averaging the scores in these categories. This detailed
evaluation procedure aims to provide a comprehensive
assessment of each article's quality, relevance, and impact
within the context of blockchain and IoT integration. The
scores are based on specific evaluation criteria and reflect the
reviewers' assessments.

In terms of data management, the top-rated articles were
“A Decentralized Blockchain-Based Data Management
System for IoT Devices” and “Blockchain-based Approach
for Secure Data Management in IoT” with scores of 9.0 and
8.8, respectively. These articles focused specifically on using
blockchain technology to improve data management in IoT
devices, which likely contributed to their high scores in this
category. In terms of security, the top-rated articles were
“Enhancing Security and Privacy in loT-Based Healthcare
Systems Using Blockchain Technology” and “Blockchain-
based Approach for Secure Data Management in IoT” with
scores 0f 9.5 and 9.0, respectively. These articles both focused
on using blockchain technology to improve security and
privacy in IoT applications, which likely contributed to their
high scores in this category.
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TABLE II. THE CONTENT OF A BLOCK AND A TRANSACTION SOURCE.
. . Industry/ . .
Article Title Focus Lo Main Challenges Proposed Solution
Application
Blockchain Technology Overview of
and the Internet of Things: integrating N/A N/A N/A
A Status Report [1] blockchain with IoT
Integrating Blockchain and Challenges of YU . . Prop 05es potential solutlons_ such as
) . ) Scalability, interoperability, security, sharding, consensus algorithms,
IoT: Challenges and integrating N/A and privac interoperability protocols, and data
Opportunities [2] blockchain with IoT privacy P ¥ prolocols,
encryption.
Enhancing Security and _ ) Proposes a blockchgm-based approach
. : Using blockchain to . . to secure and private healthcare
Privacy in IoT-Based . Security and privacy threats to . .
. enhance security and Healthcare - systems that use IoT devices, using
Healthcare Systems Using . medical data . .
privacy encryption and decentralized storage

Blockchain Technology [3]

of medical data.

A Blockchain-Based
Secure IoT System for
Smart Home [4]

Secure [oT system
for smart homes

Smart homes

Security and privacy of user data

Proposes a blockchain-based secure
IoT system that uses cryptography to
ensure the privacy and security of user
data in smart homes.

Blockchain-based
Approach for Secure Data
Management in IoT [5]

Secure data
management in [oT

IoT
applications

Security and privacy of data in
centralized systems

Proposes a blockchain-based approach
to data management in [oT
applications, which provides a
decentralized alternative to traditional
centralized data management systems.

Blockchain for Smart
Cities: A Systematic
Review [6]

Use of blockchain
for smart cities

Smart cities

Challenges of implementing
blockchain technology in smart city
applications

Provides a systematic review of the
use of blockchain in smart cities,
highlighting the potential benefits and
challenges of using blockchain in
applications such as energy
management, transportation, and
public services.

A Blockchain-Based

Traceability and

Proposes a blockchain-based system
for traceability and transparency in the

Pharmaceutical Supply . Pharmaceutic Fraud, counterfeit drugs, and supply : : .
. o transparency in the . . Lo pharmaceutical supply chain, which
Chain Traceability System . al industry chain inefficiencies
7] supply chain can help prevent fraud and ensure the
authenticity of drugs.
for Real-Time Quality dquaitty Industrial Quality and safety of industrial ¢ quatity using
. . control using blockchain technology, which can
Control Using Blockchain . processes processes . b
blockchain help improve the quality and safety of
Technology [8] . .
industrial processes.
A Blockchain-Based Smart Energy Prop 08es a blockehain-based energy
. . . . . trading system for the sharing
Grid Energy Trading Smart grid energy trading, Peer-to-peer energy trading and .
. . . . L economy, which can enable peer-to-
System for the Sharing trading system sharing market inefficiencies . .
peer energy trading and increase the
Economy [9] economy .
efficiency of energy markets.
Proposes a secure and private
Secure and Private loT healthcare system that uses
Healthcare System Using Secure and private Healthcare Security and privacy threats to blockchain technology and machine

Blockchain Technology
and Machine Learning [10]

healthcare system

medical data

learning to improve patient outcomes,
by using data encryption and
decentralized storage of medical data.

A Blockchain-Based Smart
City Framework for
Energy Management and
Trading [11]

Proposes a
blockchain-based
smart city
framework for
energy management
and trading

Smart cities

Increasing efficiency and reliability of
energy systems in cities

A blockchain-based smart city
framework for energy management
and trading

A Decentralized
Blockchain-Based Data

Proposes a
decentralized
blockchain-based

Improving data security and privacy

A decentralized blockchain-based data

Management System for data management loT in IoT applications management system for [oT devices
ToT Devices [12] system for [oT
devices
A Blockchain-Based Smart bloflig}g;)islf-sbé;se d
Industry 4.0 Solution for . Increasing the efficiency and A blockchain-based smart industry 4.0
. solution for supply Industry 4.0 . . .
Supply Chain hai transparency of supply chains solution for supply chain management
Management [13] chain management
in Industry 4.0
Blockchain and IoT for COE:O;;?:ISI; e
Supply Chain omp N . Discussing potential benefits and
. review of the use of | Supply chain . . . .
Management: A . challenges of using blockchain and N/A (review article)
: blockchain and IoT management .
Comprehensive f lv chai IoT for supply chain management
Review [14] Or Supply chain
management
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Fig. 2. Benchmarking of articles based on three main criteria: data
management, security and integration.

In terms of security, the top-rated articles were
“Enhancing Security and Privacy in IoT-Based Healthcare
Systems Using Blockchain Technology” and “Blockchain-
based Approach for Secure Data Management in IoT” with
scores of 9.5 and 9.0, respectively. These articles both focused
on using blockchain technology to improve security and
privacy in IoT applications, which likely contributed to their
high scores in this category [15].

In terms of integration, the top-rated articles were
“Blockchain for Smart Cities: A Systematic Review” and “A
Blockchain-Based Smart City Framework for Energy
Management and Trading” with scores of 8.7 and 8.5,
respectively. These articles focused on using blockchain
technology to integrate with smart city infrastructure and
applications, which likely contributed to their high scores in
this category.

Overall, the highestrated article was “Blockchain-based
Approach for Secure Data Management in IoT” with an
overall score of 9.0. This article received high scores in both
data management and security, which likely contributed to its
high overall score. However, it is important to note that all of
the articles reviewed had unique strengths and valuable
insights, and the scores are based on the specific criteria we
used for evaluation.

V. CONCLUSION

In conclusion, the integration of blockchain technology
and the Internet of Things (IoT) has immense potential to
revolutionize various industries by addressing some of the
most pressing challenges related to data security, privacy, and
transparency. The articles mentioned above provide a
comprehensive overview of the current status of the
integration of blockchain and IoT, discussing the potential
benefits and challenges of this combination.

While some articles focus on the technical aspects of the
integration, others highlight the use cases and benefits of using
blockchain technology in various industries such as
healthcare, pharmaceuticals, smart cities, and supply chain
management. The proposed solutions and frameworks using
blockchain and IoT have the potential to improve efficiency,
security, transparency, and accountability in various
industries.

However, there are also challenges associated with the
integration of blockchain and IoT, such as interoperability,
scalability, and data management. Therefore, it is important to
continue research and development in this field to overcome
these challenges and realize the full potential of this
combination.

Overall, the articles provide a valuable insight into the
potential of blockchain and IoT integration, and the
possibilities it holds for the future of various industries.
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Abstract - Network steganography, often referred to as a
network covert channel, represents a discreet method of
communication that leverages the redundancies within network
protocols to clandestinely transmit confidential data. The
retransmission steganography (RSTEG) technique involves
concealing classified information within the payload segment of
retransmission packets, which are intentionally generated by the
communicators. Nevertheless, this particular approach disregards
the checksum fields present in the original packets, leading to
disparities between the retransmission packets and compromising
its level of discreetness. Addressing this limitation, a refined
version of the RSTEG algorithm, denoted as Enhanced RSTEG
(ERSTEG), is introduced in this paper. The proposed
enhancement ensures synchronization between the checksum
fields of both the original and retransmission packets,
consequently elevating the inconspicuous nature of ERSTEG
beyond that of RSTEG. The subsequent sections elaborate
comprehensively on the experimentation involving ERSTEG,
along with an in-depth exploration of its corresponding detection
algorithm.

Keywords— Network steganography, RSTEG, ERSTEG.

I. INTRODUCTION

Network steganography is a secret communication
technique that uses network protocol redundancy to transmit
secret information. A secret communication method that uses
redundant parts of a network protocol to transmit confidential
information is called a “covert channel”. Since the term was
proposed by Lampson in his paper “Security Policies and
Security Models”, many studies have been conducted in this
area [1]. There are two approaches to covert channel learning,
covert storage channel and covert timing channel. The first
involves direct/indirect writing of object values by the sender
and direct/indirect reading of object values by the receiver.
The latter incorporates the sender's signaling information by
modulating resource usage over time so that the receiver can
track it and decode secret messages [2].

Il. RELATED WORKS

In 2007, Zandel [3] published the results of a scientific
study on existing covert channels and their corresponding
detection algorithms. As the original covert channels are now
known and the covert channels are exchanged in the normal
traffic, the normal traffic undergoes significant changes. This
led to the disclosure of information from secret channels.
Therefore, researchers are currently conducting scientific
research on the methods of creating new hidden channels.
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Scientific research in this direction mainly focuses on finding
a way to make the pattern of a hidden communication channel
look like a normal communication channel. This increases the
privacy of hidden channels. Below are the results of some
scientific research on methods of creating covert channels. In
the scientific work by Ji [4] et al., it is proposed to use a covert
channel that uses the length of network packets to transmit
covert messages. The proposed algorithm takes into account
the normal distribution of the packet length and makes the
hidden packet length distribution similar to the normal one.

Yao [5] and other researchers proposed ON/OFF hidden
time channel based on network time slot allocation. This
method can approximate the latent time series to normality.

Gianvecchio [6] and others have proposed a hidden time
channel based on a simple time slot distribution model, which
has high stealth and is more efficient than most of the existing
hidden time channel detection methods.

Szczypiorski [7] and others proposed a Retransmission
Steganography (RSTEG) algorithm that uses the payload field
of retransmission packets to transmit secret messages.
Typically, network retransmissions occur as a result of
increased overload, excessive delays, or packet reordering,
and their number is 7% of all Internet traffic [8].

This method uses hidden messages to replace the original
payload field. Because a single packet has a large payload
area, it can achieve high throughput. However, when RSTEG
works, the checksum field of retransmission packets and
original packets are different. The detector can distinguish
hidden communication based on different checksum values,
which allows detection of RSTEG. RSTEG is a retransmission
steganography and its working principle is given below.

The working principle of the RSTEG method: Since the
majority of Internet traffic (about 80%-90%) is based on the
TCP protocol, using RSTEG in a TCP packet is a good choice.
The RSTEG framework can be illustrated as shown in Fig. 1
below. It is a steganography algorithm based on retransmitting
a TCP packet when it times out. When the receiver
successfully receives the segment, no ACK packet is sent. If
the sender does not receive the ACK packet from the receiver
within the specified time, the last packet is retransmitted. In a
retransmission packet, the sender modifies the hidden
messages in the payload field. When the receiver receives the
retransmission packets, the secret messages are extracted and
an ACK packet is sent to the sender. In the TCP protocol, after
one segment is successfully sent, it transmits the next segment.
The RSTEG algorithm is similar to the timeout state of a TCP
packet, the difference is only in the retransmission conditions.
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Fig. 1. RSTEG framework
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As shown in Fig. 1 above, when a segment is transmitted
in TCP, the receiver rejects an ACK packet indicating that it
has received the message. As a result, the message sender can
change the content of the segment and resend it. Using this
option, the message sender hides a secret message in the
content of the retransmitted segment, and the receiver extracts
the hidden message from the content of the segment.

Analysis of the RSTEG method. Through RSTEG
analysis, it can be seen that there are three potential methods
to determine it. The first is a comparison of retransmission
probabilities. This method is proposed by Szczypiorski [9],
and if the probability of retransmission is greater than a
specified threshold, the traffic is considered anomalous. While
this method can detect RSTEG when the retransmission
probability exceeds a threshold, it is ineffective when the
retransmission probability is small.

The second method is to compare the payload. When
retransmission occurs in TCP, the payload fields of the
original and retransmission packets are identical. This method
compares the payload fields of the original and retransmission
packets. If they are the same, the retransmission behavior is
normal, otherwise it is anomalous. This method can eliminate
the disadvantage of the first one. It can also be detected if the
sender uses a retransmission probability close to normal. It can
also be pointed out that it requires large cache memory and
computing resources as its disadvantages. For example, the
speed of the TCP link was assumed to be 50 packets per
second, the length of each packet was 1500 bytes, the
probability of retransmission was 5%, and the number of TCP
links on the gateway was assumed to be 20. Therefore, if this
method is used to determine the gateway RSTEG, 1.4 GB of
cache memory per second is required. As more TCP links are
added, the required resources also grow rapidly.

The last method is to compare the checksum value. When
the sender converts secret messages into the payload field, it
must recalculate the checksum of the retransmission packet,
or the packet will be dropped. In most cases, this value is
different from the original package. The detector can compare
the checksum of the original and the retransmission packet to
determine the RSTEG. It depends on the high and low
detection rate value.

I11. AN IMPROVED RETRANSMISSION ERSTEG ALGORITHM

As you can see from the three potential detection methods
discussed above, the last method has the advantage of using
less resources to obtain high accuracy. Therefore, by
improving the RSTEG method, it is advisable to use it after
increasing the tolerance of the checksum value comparison
method. Taking this into account, the improved ERSTEG
method of the RSTEG method is developed below.

The ERSTEG framework is proposed as shown in Fig. 2,
which mainly consists of following three steps:

. Embedder;

. Compensator,;

. Filter.

First, the sender uses an Embedder to change the secret
messages into specific payload fields of the retransmission
packets;

Second, the compensator uses 2B (bytes) of the payload
field to compensate the checksum field according to the
compensation algorithm. The compensation algorithm is
introduced below. After the compensator, the checksum field
of the retransmission packet is the same as the original
packet;

Third, the sender sends a retransmission packet, and the
receiver first uses a filter to distinguish hidden traffic, and
then receives hidden messages in the payload field of the
retransmission packet.

Sender ﬂ/ \m.] Receiver
T v

Filer —»

Hidden
message

Embedder ~—» Compensator

Fig. 2. The diagram of ERSTEG

Compensation algorithm. Before getting acquainted with
the compensation algorithm, a brief description of the rule for
calculating the TCP checksum specified in Principle-1 is
provided.

Principle-1. TCP checksum calculation is performed using
TCP header and data fields. First, the checksum value is set
to 0. The 16-bit complement sum of the header is then
computed (ie, the entire header is a sequence of 16-bit
characters). After the sum function, a 32-bit number is
obtained. If the upper 16 bits of a 32-bit number are not 0, the
upper 16 bits and lower 16 bits are taken together until the
upper 16 bits are equal to 0. Finally, the low 16-bit binary
counter code is calculated and stored in the checksum field.
Because the TCP header does not contain information such
as the sender and receiver addresses of the packets. To ensure
the effectiveness of the TCP checksum, the pseudo-header
must be taken into account when calculating the checksum.
This pseudo-header contains certain fields from the IP
header. Its format is shown in Table 1. The pseudo-header is
only used when calculating the checksum value [11].

TABLE I. TCP PSEUDO-HEADER FORMAT
4B 4B 1B 1B 2B
Source IP Destination IP
address address 0 Type Length

The following theorems are used to calculate the
checksum.

Theorem 1. For a single TCP header, the TCP checksum
values can be the same if its payload field is different.
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Proof. First, two functions are defined. ), f denotes the
complement sum of the 16-bit string, ~ f indicates the

calculation of the 16-bit counter code of the f string.

Suppose there are two different series « and g (a # B) that
satisfy the equality Ya=Yp. a ={ a1, az..an} , B
= B 1, B 2. B n) , St a 1= B 1 ,
a=B2,s .. s an1=Lfn> an:[)’n.l,andaqé[?,but
Y a=), . So, there are two different seriesae and 8 (a £ 8 )
satisfying Y, =), 8. This means that the checksum may be
the same when the original downloads are done via encrypted
messages. Assuming that the checksum values of the original
packet are two 16-bit words « and 8, and z is a 32-bit
number, the equation z can be written as shown in Equation
1 below:

z = 2%a+b @

Theorem 2. The maximum sum of one TCP packet ).
function value is 2%,

Proof. The maximum length of one IP datagram is 2B
(referred to as Lg < 216 ). The TCP protocol is based on the
IP contained in the IP datagram and its length is less than L.
Since the maximum value of 16-bit symbols is 26, the
maximum value of the sum Y. function for a single TCP

16
packet is 216%‘” <216 ZT = 231 < 232 That is, the value of

the TCP sum function ). can be represented by a 32-bit
symbol.
Assume that the payload area of the packet is x and its total
length is n. T,, and W, represent the TCP header and pseudo-
header, respectively, and according to Principle 1, the };
value of one TCP packet can be expressed as in Equation 2.
z=X(T, + W, +x) 2)
From the equation, a 32-bit word value can be represented
by two 16-bit words, so Equation 2 is equivalent to
Equation 3

Z=Z(Tp+Wp+x) =2%a + b

(a,be N,0<ab< 2') 3)

The TCP checksum value can be expressed by Equation 4
according to Principle 1.

cks = ~(a+Db) 4

Since the TCP header and pseudo-header of the original
and retransmission packets are the same, ¢ = Y.(T,, + W},) is
set, and then Equation 2 is equal to Equation 5.

p=c+Xx (®)

Theorem 3: A minimum 16-bit word is required for the
compensation algorithm.

Proof: Let m be the secret message, and by Theorem 2,
there exists a 32-bit word w satisfying w = ), m. Suppose
the checksum value of the original packet is cks and the
offset is a 16-bit word u. Equation 6 can be obtained from the
givenv =Y u (0 < v < 65535) and Theorem 2.

z=w+v=2%a+b (6)

From equation 5, Y x can be expressed as 2'¢a + b +
c(a,b,c € N,0<a,b,c < 21%). According to Principle 1,
the checksum value of the retransmission packet is shown in
Equation 7.

cks =~(a+b+c) @)

In Equation 7, the high 16-bit value of function a, the low

16-bit value of }; and b + c is equal to Equation 8.

b= ~cks—a—-c (8)
From Equation 6 and Equation 8, the following Equation
9 can be obtained.
v=2%+hb—w=2%a+ (~cks—a—-c)—w=
= (2% = 1)a—c—w + (~cks) 9)
In Equation 9, a is the smallest integer value that makes v
a positive integer, and the rest of the symbols in this equation
are all known. Therefore, the compensation area can be
calculated according to Equation 9.

IV. ANALYSIS AND DISCUSSION

According to the analysis of the ERSTEG algorithm, while
the checksum comparison method can resist the
retransmission probability comparison method, it cannot resist
the payload comparison detection method. Although it cannot
bypass the payload comparison detection method, the detector
requires more detection overhead than other methods. Thus,
the steganographic tolerance of the ERSTEG algorithm is
higher than that of the RSTEG algorithm.

Below, the performance of the detection method comparing
payload patterns with ERSTEG is tested. The test
environment is the same as above, and 10,000 experiments
were conducted at different A; (embedded amount) and A,
(comparison amount) and the correct detection rate was
calculated. Fig. 3 shows the relationship between R, (correct
detection rate), A, (comparison amount) and A, (embedded
amount). As can be seen in Fig. 3, as the values of A and A,
increase, the value of R, also increases.

12 —o— AE=300 AE=200 AE=150 AE=100 AE=50

o o 4
IS Y 3 -

(RCD) correct detection rate

o
N}

0 10 20 30 40 50 60 70 80 90 100

AC (comparison amount)

Fig. 3. Relationship between detection rate with different A and Ag

Detailed experimental results are presented in Table 2,
when A = 300 B and A = 10 B, and R, value is 87.4%.
In this case, the resource consumption of this method was 5
times higher than that of the checksum comparison method,
but the R;p value was small. When Az = 300 B and A, =
15 B, R.p value was equal to 95.9%. With the increase of A,
the ability to detect information hidden in the ERSTEG
algorithm has increased, and the cost of detection has also
increased rapidly.

TABLE Il EXPERIMENTAL RESULTS OF SAMPLING WITH ERSTEG
COMPARISON DETECTION METHOD
AE AC RCD AE AC RCD
1 2 3 4 5 6
10 30.00% 10 48.80%
20 50.00% 20 73.80%
50 30 | 64.90% 100 30 86.70%
40 75.50% 40 93.40%
10 63.30% 10 73.80%
150 20 85.80% 200 | 20 93.00%
30 95.20% 30 98.60%
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40 98.30% 40 99.50%
10 81.26% 10 87.50%
20 96.44% 20 98.40%
250 30 99.48% 300 30 99.80%
40 99.88% 40 99.90%

Finally, R.p values were tested at different A-. In the
experiment, the comparison amount is 10B, 15B, 20B and
25B, respectively, and the experimental results are shown in
Fig. 4 below. As can be seen from the figure, when the
comparator maintains the same value and Ohm increases, the
value of R, also increases. If A-=30 B and A;=200 B, the
value of R, can reach 98.6%. This shows that this detection
algorithm can reduce the amount of resource consumption and
overcome the shortcomings of the retransmission probability
comparison algorithm. All experiments show that the value of
R.p is always proportional to the value of A, and Ag.

12 AC=10 AC=15 AC=20 AC=25

o
o

o
EY

RCD(correct detection rate)
o °
o =

0 100 200 300 400 500 600 700 800

comp. arison amount

Fig. 4. Result of R, value for different A

V. CONCLUSION

In conclusion, the retransmission algorithm RSTEG has its
own advantage, which is a clear example of high stealth
ability. However, the checksum fields of the original and
retransmission packets were different. It is determined by the
checksum value comparison method. The ERSTEG

retransmission proposed in the research work allows to
counter this detection algorithm of secret communication. Its
hiding ability is higher than RSTEG algorithm. An algorithm
for determining the comparison of payload samples was
proposed in the ERSTEG algorithm.
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Abstract— This article is devoted to a test laboratory that
determines the level of information security of informational
military objects and information resources. The article also
provides information on the main directions and principles for
assessing the level of cybersecurity of a testing laboratory and
the types of software tools currently used for verification, testing
and security analysis. Also in this article, the test laboratory
experts analyzed all channels of access to information resources
and possible attack paths. Prediction of possible attacks.
Obtaining the results of assessing the consequences of attacks
and financial losses. Based on the necessary measures and
general conclusions, information will be provided on whether to
allow the activity or stop the activity. In the article, a general
prototyping scheme for performing information object
certification testing is proposed as a scientific innovation and a
method for evaluating the level of information security is
proposed.

Keywords— information objects, information resources,
information security, information threats, cyber attack, testing
laboratory, verification, unauthorized access, testing, analytical
testing, evaluation, military objects.

. INTRODUCTION

Every organization has a mission. In this digital era, as
organizations use automated information technology (IT)
systemsl to process their information for better support of
their missions, risk management plays a critical role in
protecting an organization’s information assets, and therefore
its mission, from IT-related risk[14].

Information technology is developing day by day. New
programs and devices are being developed every minute . It is
good that all manufacturers pay attention to aspects of its
safety. The assessment of the security of information
resources is a factor that determines its implementation [1]. To
assess the security level, highly qualified programmers and
modern software and hardware testing tools are required. If
we generalize them, then in general it is possible to organize a
test laboratory. These testing laboratories can conduct
practical training and testing, research and information and
analytical activities in the field of cyber security, information
protection from cyber-attacks and digital forensics, network
data management, confidential work. A generalized scheme
for testing information objects is shown in the diagram in “Fig
1”.

In assessing risks for an IT system, the first step is to define
the scope of the effort. In this step, the boundaries of the IT

system are identified, along with the resources and the
information that constitute the system. Characterizing an IT
system establishes the scope of the risk assessment effort,
delineates the operational authorization (or accreditation)
boundaries, and provides information (e.g., hardware,
software, system connectivity, and responsible division or
support personnel) essential to defining the risk[14].

This diagram shows the activities of the testing team from
the beginning of the tests to the presentation of the results. It
also describes the main directions and steps of the test.

Il. KEY PRINCIPLES FOR ASSESSING THE LEVEL OF
CYBERSECURITY OF A TESTING LABORATORY

The main purpose of testing laboratories that assess the
level of cyber security of information resources and objects
should be [2,5]:

. conducting educational, methodological, testing and
laboratory and practical classes in cybersecurity and forensics;

+  attraction of specialists to the laboratory.
involvement in laboratory activities of highly qualified and
practical specialists in the field of cybersecurity and forensics;

. implementation of scientific and innovative projects.
acceptance and implementation of internal and external
scientific projects;

. increase the scientific potential of the university.
develop new scientific and practical innovations through the
implementation of scientific projects and thereby achieve
social and economic efficiency in our country;

. in the field of cybersecurity and forensics, the
execution of state and other orders (in the field of information
technology);

. certification of information objects and development
of a system for ensuring information security of information
resources.

I11. MAIN AREAS OF TESTING LABORATORIES

The 6 priority areas for testing laboratories may consist of:
A. The specialized classroom "Modeling information
security processes in complex systems" is designed to acquire
practical skills in the field of information security and
information security. The auditorium will be equipped with 20
automated training places equipped with modern computing
and specialized equipment, as well as licensed software that
allows you to organize information security systems at
facilities and work out laboratory and practical work on
information security audit[12] . VipNet and SecretNet
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software and hardware systems, as well as other special
programs, such as the GRIF 2.0 information risk analysis and
management system, the CONDOR 3.0 information security
policy development and management system, are used to
create information protection systems in computer networks
of any complexity.

Primary study of the
object (analysis of
initial data)

v

Identification of possible threats and
violations of the rules based on the function
of the object (development of methods and

programs)
|
v v v
Specification of Study and analysis

technical means and
systems for special
tests and control

v

Specification of
technical means and
systems for special

tests and control

of the system of
permissions for the
use of objects and
information
resources

Checking the status
of organizational
and technical
requirements for
information security

A 4

v

Assessing the

Preparation and
execution of

protection of documents
L] confidential shoft%r(;tr?i%mg and
Special laboratory information violationg in
tests and inspection accordance with the
of technical means requirements of the
and systems regulation on the
certification
A 4 procedure
Special security
check
Checking the
security of acoustic
and vibroacoustic
information outputs.
v A 4 v

Assessment and certification of the level of information security of technical,
software and hardware. Confirmation of the legality of the implemented means,
methods, etc. of information protection

L 2

Preparation of a report on test results, shortcomings and recommendations
in order to ensure the information security of information objects

v

League Document
""Tested"

Fig. 1. General scheme of certification testing of information objects.

B. Specialized office "Electronic Document Management
and Confidential Work™ Training on the introduction and use
of the latest computer information technologies in the process
of document management and the organization of the
protection of confidential information (trade secrets,
professional secrets, personal data) in an enterprise intended
for transmission. Classes are held on modern equipment using
electronic document management systems supplied by the
largest software companies, such as Delo, Kadlar, Letograf,
Boss-Referent, Lotus Notes Domino, etc. The hardware and
software allows you to organize and conduct business games

in real mode using all methods of receiving and transmitting
information in a modern electronic office.
C. The specialized office "Information and Analytical
Support for Regional Administration™ is designed to conduct
classes on the collection, analysis and analytical processing of
information in order to support decision-making in the field of
public administration and entrepreneurship using an
automated information and analytical system. Educational
activities are carried out with the help of android training
programs for furnishing the premises.
D. The specialized classroom "Psychophysiological and
social security" is designed to teach methods of teaching
psychophysiological ~ security and social protection
technologies. Psycho-trainings on self-regulation of the
functional state, trainings on working with clients are held in
the class. Conducted practical training on emergency
information security. The psychology of hackers and its main
approaches in the form of imitation are also studied, methods
of dealing with it are analyzed. It is carried out with the help
of the Max electronic complex, as well as demonstration
materials and training programs.
E. The specialized premises “Information security
management system of protected buildings”, methods of
organizing a certified safe room for working with confidential
information and implementing organizational and technical
measures to ensure the information security of confidential
meetings in it were studied [4,9].
F. Penetration tests allow you to obtain information about
existing vulnerabilities and the consequences of their use,
evaluate the effectiveness of existing protection measures and
plan further actions (recommendations) to eliminate identified
problems and improve security. Penetration testing
organizations can perform regular system security checks,
such as PCI DSS, and analyze compliance with required
security standards.

Analysis of wireless network security. Assessing the
security level of Wi-Fi networks.

IVV. TYPE OF PENETRATION TESTS

Penetration tests:

Checking external access. Outsourcing without prior
knowledge of the organization's IT infrastructure.

Internal entrance test. The actions of an insider attacker are
simulated, such as a visitor with only physical access to the
office or a contractor with limited access to certain systems.

Social engineering tests focus on assessing your
employees' information security awareness by simulating
social engineering attacks such as phishing, malicious email
links, suspicious attachments, etc. [12].

Analysis of wireless network security. Assessing the
security level of Wi-Fi networks.

Application security analysis helps to identify and quickly
resolve various security issues in application protection, as
well as prevent financial and reputational damage from cyber
attacks. The security of various types of applications,
including web applications, mobile applications, corporate
portals, online banking systems, etc.,, is analyzed by
experienced experts in the laboratory. Peer testing and testing
of software samples is used as the main approach to finding
vulnerabilities. This can help identify even the most complex
issues, including those related to improving the business
capabilities of an application.
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Identifying risk for an IT system requires a keen
understanding of the system’s processing environment. The
person or persons who conduct the risk assessment must
therefore first collect system-related information, which is
usually classified as follows[14]:

* Hardware;

 Software;

e System
connectivity);

* Data and information;

* Persons who support and use the IT system;

* System mission (e.g., the processes performed by the IT
system);

» System and data criticality (e.g., the system’s value or
importance to an organization);

* System and data sensitivity.

interfaces internal and external

(e.g.,

V. VULNERABILITY RANKING

Application security analysis:

black box testing. imitation of the actions of an external
attacker;

gray box testing. imitation of an attack by registered users
with different privileges;

white box testing. analysis with full access to the
application, including source code

detection of attacks on the application, analysis of system
performance. detect and block attacks, verify WAF
deployment and effectiveness.

All access channels and attack capabilities are evaluated to
assess the level of application security. After that, it is
evaluated by the final results and it is considered that it should
be allowed for implementation. The security level of an
application B_ican be determined by expression 1.

By = 2 [123,...100] 1)

Here: b, — an assessment of the actions of an external
attacker, b, — an assessment of an attack by registered users
with privileges, b; —an assessment of the possibility of full
access to the source code, b, —an assessment of the possibility
of blocking.

B, the smaller the value, the more secure the application's
security system is considered. Typically, testing organizations
set the application security level to less than 30.

Comprehensive analysis of the security of ATMs and POS
terminals to analyze attacks by intruders to withdraw cash,
perform unauthorized transactions, collect information about
your customers' payment cards or perform DoS. It allows you
to identify vulnerabilities in the protection system of ATMs
and POS-terminals, as well as assess the possible
consequences of their operation and determine the
effectiveness of the introduced protection measures, as well as
obtain information on the necessary actions to improve the
security level, as well as to eliminate the identified problems
[3,9].

VI. CHECKING THE CYBERSECURITY OF TERMINALS AND
ATMs

A comprehensive analysis of the security of ATMs and
POS-terminals is carried out in 4 stages:

A.  Vulnerability  detection. Identification of
configuration flaws and vulnerabilities in outdated software
versions.

B. Logical analysis. Logical analysis of the processes
performed by your ATMs and POS terminals to identify new
vulnerabilities at the component level.

C. Attack simulation. Simulation of a real attack to
evaluate the effectiveness of protection in practice.

D. Comprehensive report. A detailed description of all
detected vulnerabilities and security flaws with practical
recommendations for their immediate elimination.

Industrial systems security analysis can include threat
modeling for specific enterprises and analysis of
vulnerabilities in industrial process control systems, potential
indicators of attacks, and an assessment of the impact of
attacks on technological and business processes.

The laboratory allows you to analyze the security of
industrial systems, identify weaknesses in the protection of
process control systems at all levels, both physical and
network . Data collection and monitoring of control devices of
SCADA systems and PLC controllers are analyzed [10].
Information about the possible consequences of exploiting
vulnerabilities is studied and the effectiveness of the applied
protection measures is evaluated, which allows planning
further actions to eliminate the identified problems and
improve the level of security.

VIl. SECURITY ANALYSIS OF INDUSTRIAL SYSTEMS

The directions of safety analysis of industrial systems are
as follows:

A. Penetration testing involves simulating the actions of
various types of intruders, the purpose of which is to expand
existing privileges and gain unauthorized access to the ICS.
B. Security analysis of the APCS infrastructure. It is carried
out according to the "white box" method and includes the
analysis of technical documentation for the APCS,
interviewing employees, analysis of the industrial systems and
protocols used, as well as technological audit of the APCS
components during industrial operation.

C. Security analysis of ACS components. In order to identify
new vulnerabilities, an in-depth study of the security of the
ICS hardware and software components in a test environment
can be carried out, after which an additional check for the
presence of identified vulnerabilities in a real system is
possible. be carried out [11].

D. Comprehensive report. Summary report describing all
identified wvulnerabilities and security flaws, including
actionable recommendations for immediate remediation.

E. Security analysis of smart technologies and loT Detailed
and comprehensive assessment of the security of today's
highly integrated devices and their specific infrastructures,
identification and analysis of vulnerabilities at the level of

firmware, applications and network interactions.

VIII.NALYSIS OF SMART TECHNOLOGIES AND IOT SECURITY

Analysis of smart technologies and 10T security detailed
and comprehensive security assessment of modern highly
integrated devices and their specific infrastructures,
identification and analysis of vulnerabilities at the level of
firmware, applications and network interactions.

Analysis of smart technologies and 10T security:
A. SECURITY analysis of installed devices. Assessing the
security level of hardware and software components of
installed devices to identify vulnerabilities, design errors, and

151



configuration issues that can be used by attackers to disrupt
the normal operation of the platform.

B. Application security analysis. Deep security analysis of
applications used to monitor and control the performance of
embedded systems, including static and dynamic analysis of
source code and application architecture.

C. Penetration test. Analyzing the IT infrastructure that
powers embedded devices to bypass existing protections and
compromise critical systems from a variety of attacker
models.

D. Detailed reports. A general report describing all identified
vulnerabilities and  security issues and practical
recommendations for their rapid elimination [2,12].

IX. ANALYSIS OF THE SECURITY LEVEL OF INFORMATION
RESOURCES

Test with the red team

Examine threat intelligence-based attack modeling to
evaluate the effectiveness of Red Team test monitoring
capabilities and incident response procedures.

Research on the hacker industry

Study of the hacker industry, analysis of the programs and
methods they use, identification of information about hackers
who carried out cyber attacks, the purpose of the attack, the
results of the attack, and an assessment of the damage caused.

Memory device analysis

Analysis of Memory Devices . Recovery of memory
devices of hacked hardware and software, extraction and
analysis of data from it.

Analysis of ways to connect to the network

Decrypt data, evaluate cryptographic strength, generate
and act on keys through physical connections to secure
hardware and software devices and the network
Development of measures to eliminate existing shortcomings
and ensure safety.

Analysis of unauthorized use of software and hardware

Unauthorized access to operating systems, obtaining data,
making changes to them and its results, restoring changes,
assessing damage, analyzing actions and processes
performed by hackers.

Here are the results of a test carried out to determine the
level of cybersecurity. Penetration Test Summary, Web
Application Security Level Assessment Summary, Terminal
and ATM Cyber Security Results, Industrial System Security
Analysis Results, Smart Technology and loT Security
Analysis Summary, Overall Security W-Index Information
Resource Performance Level 2 is determined based on
expressions and then a conclusion is given.
W1+Wo+w3+Wwya+ws,

W= : wi[1.23,..100] (o)

Here: w; — the total indicator of penetration tests,
w, —the level of security of web applications, w; — the
indicator of cyber security of terminals and ATMs, the
indicator of security of w, —" smart" technologies and IoT ,
wg —the level of resource security.

CONCLUSION

All technical means and means can be implemented in one
room or in a mobile complex, summarizing the main task and
purpose of the proposed sample of the cybersecurity and
forensic testing laboratory.

The testing laboratory is considered one of the main
activities to ensure information security, and it is advisable to

allow the implementation of information resources based on
the obtained test results. The development of digital
technologies is accelerating, which poses important
challenges, such as countering hacker attacks. The testing
laboratory is not responsible for any damage caused by
attacks. However, as a result of the check, the level of
cybersecurity of the information resource is determined.
Correcting defects based on the results obtained will increase
its protected index. To ensure continuous security, companies
are constantly testing their information systems and
implementing methods to protect against attacks. This will
prevent possible losses.

Test laboratory specialists check all channels of access to
information resources and possible attack paths. Predicts
possible attacks. Determines the consequences of an attack
and estimates financial losses. Proposes necessary actions.
Allows you to act on the basis of general conclusions. Or it
will be suspended.
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Abstract — This article discusses the issues of registration and
accounting of mobile devices by IMEI code, for the
identification of mobile phones and devices with a mobile
communication module, the IMEI code is mandatory, based on
the analysis and study of foreign experience and the
mechanism for organizing an information system for
identifying mobile devices by IMEI code It has been proven
that the use of an information system for identifying mobile
devices by IMEI code can fundamentally solve the problems of
controlling the import and illegal circulation of mobile devices.

Keywords — information system, IMEI code, IMEISV,
availability, server, software.

INTRODUCTION

Currently, research is being carried out in many countries
to develop structure and organization of the database of
identification codes of mobile devices, methods and
algorithms identification of mobile devices. Accounting

streamlining systems are being actively used mobile devices.

In this direction, one of the priority and demanded tasks is
development and implementation of a system for registering
mobile devices according to international identification
codes of mobile devices IMEI - International Mobile
Equipment Identity.

The development of an information system for identifying
mobile devices by IMEI code implies the implementation of
a database with an organized structure, which is designed to
collect and process subsequent storage of information.

The IMEI of a mobile terminal can be determined in the
following ways[1-3].

T TFTTT
- o — B e ]
“R06#
1 2 1

L

Fig.1. Determination of the International Mobile
Equipment Identifier code of a mobile device by the number
combination * # 06 #
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1) By dialing a special number combination, code * # 06 #,
on the keyboard of the mobile device. On the screen of the
mobile device, its International Mobile Equipment Identifier
code will be displayed (Fig.1).

2) The IMEI code is written inside the case of the mobile
device. If the mobile device has a removable battery,

then the IMEI code can be determined by removing the
battery (Fig.2).

i
— B
s C €0560

Fig.2. Definitions of the International Mobile Equipment
Identifier code on the case of a mobile device
3) IMEI code on the package. Information about the IMEI
code is located on the box of the mobile device (Fig.3).

HUAWE P20
Magens ANEL
Lipom oot

v 6%%!’&%1!}luum B
[ERE i "“

L i
181 0s -

Fig.3. Determining the IMEI code by packaging
4) Definition of the IMEI code in the phone settings (Fig.4).
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IMEI information

IMEI (Siot1)

IMEI SV (Slot1)

IMEI (Siot2)

IMEI SV (Slot2)

Fig.4. Determining the IMEI code in the phone settings

5) Definition of the IMEI code in the warranty card. When
purchasing a mobile device, the IMEI code identifier is
stamped in the warranty card.

IMEI- International Mobile Equipment Identity

TAC Spare

FAC ‘ SNR

123456 7 8 910 11 12 13 14 15

In Fig.5. shows the first view of the structure of the IMEI
code.

Fig.5. The first type of IMEI code structure: TAC (Type
Approval Code) - approved model code of a mobile device;
FAC (Final Assembly Code) - country code of the
manufacturer; SNR (Serial Number) - serial number of the
phone; SP (Spare) - spare identifier.

In tablel. shows the codes of some countries of the
manufacturers of mobile devices.

Table 1: Country code of manufacturers of mobile devices
Manufacturer's

Manufacturer's

IMEI Country of manufacture of mobile devices IMEI e

country code country code

01 Finland 30 South Korea

02 South Korea, United Arab Emirates (UAE) 40 ‘Scotland

03 China M ‘Scotland

04 Hungary, China, Vietnam 49 China

[ India 60 Singapore

06 Germany 67 UsA

07 Germany, South Korea 70 Finland

o8 Finland 78 Germany

10 India 80 China

13 Aazerbaljan 81 China

19 England 92 China

20 UAE 923 China

In 2003, a new IMEI structure was adopted (Fig.6).
In fig.6. shows the following symbols:

- NN (Reporting Body ldentifier) - identifier assigned by
the organization distributing the IMEI code;

- XXXX-XX (Type Identifier) - an identifier determined
by the organization for the distribution of the IMEI code.

- ZZZ77ZZ (Serial Number) - assigned by the
manufacturer individually for each mobile device;

- A (Check Digit) - is a verification code for Phase 1
mobile devices - digit 0. For Phase 2 and Phase 2+ mobile
devices, it is a verification code calculated based on all
digits of the IMEI code.

Since April 1, 2004, the 7th and 8th digits of the IMEI
code are equal to 00, TAC instead of the 6-digit one,
became 8-digit - NN-XXXX-XX (Fig. 6).

You can check the IMEI code of a mobile device online
and get information about it on one of the following
resources:

http://imei-number.com/imei-lookup/

http: //www.numbering...ysis&sub=imeinr

http://xsms.com.ua/phone/imei/ IMEISV.

IMEI- International Mobile Equipment Identity
TAC -Type Allocation Code Serial Ne Check Digit
:a;p"ot;l:rg ety Type Identifier Serial Number Check Digit
NN XOKA-XX 277777 A
12 3456 7 8 91011121314 15

Fig.6. Modern IMEI structure

The International Mobile Equipment Identity and Software
Version number (IMEISV) uniquely identifies each mobile
equipment and ensures that the software version installed on
the mobile equipment matches. Consists of 16 digits (Fig.7).

The Temporary Mobile Subscriber Identity (TMSI) is a
temporary number given to a mobile station upon
registration. TMSI is used to protect the subscriber from
eavesdropping and unauthorized access in the radio
frequency path.

The structure of the TMSI is the same as that of the IMSI
and is similar to the international subscriber number in the
public network[1-7].

IMEISY - International Mobile Equip Identity and Software Version
5 SVN (Software
SNR(§en'al‘ Version Number)-
. Number)- individual .
FAC(Final ) software version
TAC serial number.
Assembly Code) - number, allows the
(Type Approval final bled Completely bil ; @
Code) - type inal assemble identifies all mobile equipmen

manufacturer to
identify the different
software versions of
the approved mobile
equipment standard

product code
assigned by the
manufacturer

approved code. equipment taking
into account the
TAC and FAC

codes

9-10-111213 14 15

123456[ 7 8

Fig.7. IMEISV ID.

2.MATERIAL AND METHOD

At present, wireless communication systems have received
great development in the world: satellite, cellular,
broadband wireless communication systems, etc. The most
developed in many countries of the world is the mobile
communication system of the GSM-900 standard (Global
System for Mobile Communications), a global system for
mobile communications. GSM-900 is a digital standard
operating in the frequency range 890 - 960 MHz Fig.8.
shows the functional structure and interfaces that are
adopted in the GSM-900 standard [2-7].

The structure of the GSM-900 mobile communication
network consists of two parts: BSS and SSS. BSS includes
base stations (BTS), base station controller (BSC),
transcoder (TCE), communication lines. MS - Mobile
Stations. The SSS includes a mobile switching center
(MSC), position register (HLR), movement register (VLR),
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authentication center (AUC), equipment identification
register (EIR). The GSM-900 mobile network also has the
following centers: Operations and Maintenance Center
(OMC), Network  Management  Center (NMC),
Administrative Center (ADC).

In the GSM standard, subscriber identification (using a
SIM card) and equipment (IMEI code) are separated. The
IMEI code acts as the serial number of the device, which is
transmitted over the air when authorized in the network. In
the GSM core network, the IMEI code is stored in the
Equipment ldentity Register (EIR) (Figure 9). The IMEI
code is not permanently related to the subscriber and is used
only to identify the device. To identify the subscriber, the
IMSI identifier is used, which is stored on the SIM card.
However, there are special systems that allow one phone to
use only one specific SIM card. The EIR register allows
mobile operators to track devices by IMEI code and block
the device's access to the network. The EIR register contains
a list of IMEI codes of mobile devices that can be denied

access to the network, the mobile device is under
surveillance, etc.
IMC ADC
um X'_|_|x

um PSTN PSTN
PON PDN
BTS2 BsC TCE PN o

um [}

BTSh HLR

BSS sS85,

Fig. 8. Block diagram and composition of equipment for
communication networks of GSM-900 standard.

In the GSM standard, subscriber identification (using a

SIM card) and equipment (IMEI code) are separated. The

IMEI code acts as the serial number of the device, which is
transmitted over the air when authorized in the network. In
the GSM core network, the IMEI code is stored

in the Equipment Identity Register (EIR) (Figure 9). The
IMEI code is not permanently related to the subscriber and
is used only to identify the device. To identify the subscriber,
the IMSI identifier is used, which is stored on the SIM card.
However, there are special systems that allow one phone to
use only one specific SIM card. The EIR register allows
mobile operators to track devices by IMEI code and block
the device's access to the network. The EIR register contains
a list of IMEI codes of mobile devices that can be denied
access to the network, the mobile device is under
surveillance, etc.
The result of checking the IMEI code is transmitted to the
MSC / VLR, where a decision is made on whether or not
access to the system of this mobile device is allowed or not

(Fig.9).

“Ne—icheckivel [ )¢—3.Check IMEI
S J ¢ Subscriber's
3 mbile
EIR 4.Access/Deny | MSC/VLR|| 2.IMEI of mobile | | device
| Information device

F|g9 Equipment identifiééﬁ'on procedure by IMEI code.

The rapidly developing market of information and
communication technologies in the world is hard to miss.
Along with this, the mobile device market is also developing
dynamically. Such a rapid development in the world was
facilitated by the active growth of the market for the
industry of mobile devices and the access of mobile
technologies to various spheres of public and private life.
With the development of modern devices and technologies,
serious negative factors arise that harm both economic and
reputational, image damage to the country and citizens.

International Mobile Equipment Identifier code control is
regulated in the following countries: France, Netherlands,
Germany, lItaly, Austria, Great Britain, Ireland, Sweden,
Denmark, Belgium, Czech Republic, Finland, Norway,
Spain, Portugal, Costa Rica, Chile, Egypt, Colombia,
Venezuela, Kenya, Uganda, Tanzania, USA, India, Nepal,
Sri Lanka, New Zealand, Australia, Malaysia, Azerbaijan,
Turkey, and Uzbekistan [40].

The full implementation of the IMEI code control is
possible on the basis of the interaction of mobile
radiotelephone  operators with the GSMA (GSM
Association), which is a trade organization representing the
interests of mobile operators.

The GSMA offers a procedure for synchronizing the
database (DB) of IMEI codes, which allows you to:

1) exchange data on stolen or lost subscriber mobile
devices between all operators connected to the GSMA CEIR
database;

2) receive data on ranges (TAC) registered in the GSMA
and certified subscriber devices.

Conventional name of Key regulator
the area of regulation gpti(g)ns / Country
All
: countries
5 Blocking of lost or stolen except
£ | subscriber devices. Egypt,
: Indonesia
and Kenya
E Blocking of counterfeit devices, Turkey
c. including those with zero IMEI | Azerbaijan
§ S | codes, fictitious IMEI codes and Egypt
: duplicates of original IMEI codes. Kenya
Control over the import of
devices into the territory of the
. state. It implies that the importer Turke
=) transfers the values of the IMEI Y
c . . Colombia
= codes of all imported devices to -
> - Azerbaijan
= the customs authorities for E
; ; ; gypt
(S subsequent inclusion in the India
@ "white" list of the Central Indonesia
database  of IMEIl  codes.
Counterfeit (invalid IMEI) is
prohibited for import.

155



Currently, 118 mobile operators from 43 countries,
including: Azerbaijan, Australia, Austria, Great Britain,
Hungary, Belgium, Ghana, Denmark, Turkey, Kenya, are
connected to the GSMA CEIR (Central EIR) database of
International Mobile Equipment Identifier codes. , Egypt, France,
Italy, Sweden, Ireland, Finland, Czech Republic, Norway,
Spain, Portugal, Costa Rica, Chile, Colombia, Venezuela,
Uganda, Tanzania, USA, India, Nepal, Sri Lanka, New
Zealand, Cyprus, Kazakhstan, Malaysia, Zealand, Germany,
Netherlands, Uzbekistan, South Africa and others.

An analysis of the experience of implementing the main
possibilities for controlling the IMEI code is given in table 2.

Thus, the following combinations of IMEI control control
regulation can be distinguished:

1. "Theft" + "Counterfeit" + "Contraband";

2. "Theft" + "Counterfeit™;

3. "Theft" + "Contraband™;

4. "Counterfeit" + "Contraband".

Table 2: International experience in the implementation of
the main capabilities of the IMEI code control.

Benefits of implementing a database of IMEI codes for
subscribers:

- reducing the number of thefts of mobile devices (it is
possible to block a stolen mobile device);

- a mechanism for additional identification and
verification of a user of a mobile device (this is necessary
when performing any significant actions);

- the likelihood of wvarious fraudulent actions is
significantly reduced (the subscriber becomes less exposed
to the threat of using his personal data or paid services if his
mobile device is lost);

- the likelihood of purchasing a mobile device with a low
level of quality decreases, including counterfeit devices that
can harm the health of the subscriber, have a negative
impact on the performance of communication networks, and
also do not have warranty and service from manufacturers;

- registration of IMEI codes in the central database can be
done through the web portal in a very short time and the
subscriber will be able to manage the registration of his
mobile devices.

International experience in creating information systems
for identifying mobile communication devices.

Different countries approached the creation of systems for
identifying abundant systems using the IMEI code in
different ways[1-16].

CONCLUSION

Based on the analysis, it was found that there are various
methods for identifying mobile equipment, with the help of
which the description of the physical parameters of the
mobile device is made. Permanent and temporary identifiers
are used to identify mobile equipment. Based on the
analysis and study of foreign experience and the mechanism
for organizing an information system for identifying mobile
devices by IMEI code, it has been proved that the use of an
information system for identifying mobile devices by IMEI
code can fundamentally solve these problems in controlling
the import and illegal circulation of mobile devices.
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Abstract — this paper presents an algorithm for
detecting integrity violations in sequences of video images.
Based on a comprehensive approach, the algorithm
includes stages of background image extraction,
background subtraction, brightness pixel histogram
analysis, and violation zone determination. The primary
innovation lies in its ability to accurately identify areas
with integrity violations, enabling effective response to
such situations. The application of the algorithm
showcases its versatility across various domains such as
security, automated monitoring, and robotics. The results
indicate that this algorithm can significantly enhance the
efficiency of video surveillance systems and provide high
accuracy in detecting integrity violations in video images.

Keywords — integrity violation detection, video images,
background  extraction,  background  subtraction,
brightness histogram, violation zones, efficiency of video
surveillance systems, security, automated monitoring.

INTRODUCTION

With the development of video capture and processing
technologies, the use of video images is becoming an integral
part of many areas, from surveillance and security to
autonomous vehicles and robotics. However, on the way to
reliable and efficient analysis of video images, there is an
important task of ensuring the integrity and accuracy of data.
In this context, modeling the integrity of the video image field
plays an essential role in ensuring the high quality and
reliability of video information [1].

The integrity of the video image field covers aspects
related to understanding and taking into account various
distortions and anomalies that affect the quality and reliability
of video images. These distortions can be caused by various
factors such as camera settings, lighting conditions, weather
and environment. Despite the active development of methods
for analyzing and processing video data, ensuring the integrity
of images remains a pressing problem for ensuring the
accuracy of conclusions and the reliability of results based on
video image analysis.

During the analysis of the literature in the field of
approaches to detecting the integrity of the video image field,
significant results were presented. Key factors affecting image
quality were highlighted, including camera parameters such as
focal length and exposure time. In the works, it was found that
the presence of occlusion and the movement of objects in the
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scene can significantly distort the integrity of the image field,
requiring adaptive analysis methods [2].

The use of deep neural networks has made it possible to
achieve high accuracy in the analysis and prediction of
distortions in video images. This approach was applied to
model the relationships between factors and distortions, which
significantly increased the efficiency of the analysis.

In addition, research has shown that despite advanced
techniques, challenges remain. Adaptation of analysis
methods to diverse and dynamic conditions remains an urgent
task to ensure high reliability and accuracy of results.

In general, the literature review demonstrates the
importance of research in the field of approaches to detecting
the integrity of the video image field. New methodologies and
innovative approaches can significantly improve the quality
and reliability of video information analysis, which underlines
the importance of further research in this area [3].

In this research paper, widespread manifestations of field
integrity violations in video images are physical frame
degradations, such as artifacts, noise, distortion, or image
quality degradation. When such anomalies are detected, the
algorithm helps to recognize potential problems associated
with the state of the equipment or environmental influences,
which contributes to a prompt response to such aspects and
contributes to an overall improvement in the quality of video
monitoring [4].

In addition, it is possible to customize the violation
detection procedure for specific types of anomalies or
violations specific to a given context. For example, the
proposed model can be successfully applied to detect
unauthorized access to prohibited areas or to detect suspicious
behavior of passengers in a video surveillance system in order
to ensure security in public transport [5]. The specialized
nature of the proposed approach enhances its accuracy and
adaptability to the individual needs of a particular video
surveillance system.

I1. Algorithm for detecting regions with integrity violation
in video frame images

When a variety of anomalous events mentioned above are
detected using video surveillance systems, it becomes
necessary to take into account the specific characteristics of
each of these events. This avoids the disadvantages
associated with using a common discovery model. In this
research work, we focused on the problem of detecting
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violations of the integrity of video images and propose a new
approach to its solution.

Video integrity analysis is critical in many areas such as
security, video surveillance, robotics, and autonomous
vehicles. However, when solving this problem, there are
difficulties associated with a variety of anomalies and
degradations that can occur in video frames. In particular, our
goal was to develop an algorithm for detecting areas with
integrity violations in a sequence of video images received
from stationary video cameras.

In this paper, we offer a detailed description of the
developed algorithm, covering each stage of its work. We pay
special attention to the selection and analysis of signs that
contribute to the detection of violations, and apply new
methods of analysis and classification. In addition, we adapt
our algorithm to specific types of violations, emphasizing its
ability to respond quickly and efficiently to changes in the
environment. The block diagram of the algorithm is shown in

Figure 1.
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Figure 1. Scheme of the algorithm for detecting integrity
violations in video frame images.

Step 1. Detect and separate the background image from the
video. This stage is aimed at extracting the original
background image (background) by calculating the average
value of the brightness of the pixels at each point of the video
frame [6].

B(x,y) =<3, Li(x,y) )

Expression (1) is used to calculate the average value of
the background pixels B(X, y) at a certain point (X, y) of the
video frame. Where B(x, y) — is the average of background
pixels at (x,y) coordinates; I;(x,y) — denotes the pixel value
at (x,y) coordinates in the i-th frame; N — represents the
number of frames in the video sequence.

This mathematical formula allows you to calculate the
original background image by combining the average
brightness of the pixels from all frames in the sequence. The
resulting initial background image serves as the basis for the
subsequent segmentation of objects in the frame and
determining their movement relative to the background.
Step 2. Subtraction of the background. This stage involves
the use of the background removal method to identify objects
located in the video surveillance area [7]. For this purpose,
the original background image obtained at the first stage is
subtracted from each frame of the video sequence, which
leads to the formation of a difference image.

To remove the background component from the current
frame, the following expression (2) is used:

D = |l — B (2)

where | —denotes the current image in frame t; B — represents
the original background image.

The background subtraction process allows you to reveal
differences between the current image and the background,
which ultimately highlights moving objects and their changes
in the frame.

Step 3. Calculation of the pixel brightness histogram. The
next processing step is to create a histogram of the brightness
of the pixels after obtaining the difference image. The
brightness histogram allows you to analyze the distribution of
pixel brightness and identify peak values that can serve as
thresholds for motion detection.
To calculate the brightness histogram H(i), expression (3) is
used, where:

H@) = XizaZy=11Gy) «6( —1(x,¥)), (3)
H (i) represents the brightness histogram value for the i-th
pixel; I(x,y) — indicates the brightness of the pixel with
coordinates (x, y) in the difference image; m and n represent
the width and height of the image, respectively;
& (x) is the Dirac function defined as:

(L if x=0
5(’“)‘{ 0, if x#0 “)

After creating a histogram of the brightness of the
difference image pixels, the method of determining the
threshold value is used to separate the object and the
background. In this work, the Otsu method was chosen [8].
This method automatically selects the optimal threshold
value, maximizing the difference between pixel classes
(background and object) around the border.

0%, (t) = wi(Ow, (O [ (1) — u2(0)]1%  (5)

Expression (5) describes the interclass dispersion between
the background and object classes. A feature of the Otsu
method is that the previous values w; (t), w, (t), u,(t), uz(t)
can be easily expressed in terms of the current values (t) using
(t is the current limit). This property allows you to use a fast
algorithm for calculating the optimal threshold:

1. Histogram Calculation. First, all pixels of the
difference image are traversed to create its brightness
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histogram. However, once the histogram has been built, post-
processing does not require a complete traversal of the image.

2. Initialization.The initial threshold is set to t = 1 and
the maximum variance g, (max) = 0.

3. Choosing the optimal threshold. At each step, the entire
histogram is analyzed, recalculating the interclass variance
ap(t) . If the value of o, (t)is greater than the current
maximum of g;, (max), then g, (max) is updated and T is set
to the current value of ¢.

4. Final Threshold Selection. At the end of the histogram
traversal, the desired threshold value T corresponds to the
last stored value t corresponding to the maximum interclass
variance g3, (max).

Thus, the developed fast algorithm reduces the

computational complexity and ensures the choice of the
optimal threshold value for motion detection.
Step 4. Determining the integrity violation zone based on the
information received. This stage is aimed at highlighting the
area where integrity violations occur, using the processed
data obtained in the previous stages of the video sequence
analysis. In this area, a space is formed where movement or
deviation from the expected state is observed.

When determining the integrity zone, it is important to
take into account the data obtained in the previous stages,
such as the difference image of the frames, and the motion
detection threshold chosen for this purpose. One common
technique involves using a frame or search box, which may
be user-defined or automatically determined by the system.

At this stage, taking into account the information obtained
earlier, the following general formula is formulated for
determining the integrity violation zone:

If the value D (x,y, t) of the image pixel obtained by the
difference image method in coordinates (x,y) at time t
exceeds the specified threshold T, and the desired area has
already been determined at the previous stages, then inside
this area for each position (x, y) the integrity violation zone
is defined as follows:

20y, t) = if |D(x,y,t) — B(x,y)| > T,l’ 6
(.0 { otherwise 0 ©)

where B(x,y) represents the original background image
obtained in the first step of the algorithm.

According to equation (6), Z(x, y, t) takes the value 1 if
the difference between the brightness of a pixel in the current
frame and the corresponding pixel in the original background
image  exceeds the  specified threshold T
Otherwise, Z(x, y, t) is equal to 0, indicating that there is no
integrity violation at that position.

As a result of applying the proposed method for detecting
integrity violations, an area of violation is identified in a
sequence of video images. This stage includes the selection
and definition of the area of interest, as well as the application
of specific models and methods to detect violations. The
results obtained provide a more accurate identification of
areas requiring additional analysis and form the basis for
responding to invalid events. The developed method
improves the ability of the video surveillance system to detect
and analyze integrity violations in real time.

I1l. CONCLUSION

This research paper presents an innovative algorithm for
detecting integrity violations in a video sequence. It provides
more accurate and efficient detection of areas with integrity
violations, which contributes to improved detection accuracy.
The algorithm is versatile, successfully adapting to various
types of disturbances, such as the movement of objects and
changes in lighting. Its use promises to increase the efficiency
of video surveillance systems, facilitating a prompt response
to violations and providing a high level of security. In
addition, the algorithm has prospects for applications in
various fields, including security, automated monitoring, and
robotics. In general, the developed algorithm represents a
significant contribution to the academic and practical
development of the field of detecting integrity violations in
video images.

REFERENCES

[1] R. C. Gonzalez and R. E. Woods, Digital Image
g(r)%czessmg, 2nd ed. Englewood Cliffs, NJ: Prentice-Hall,

[21 G. Lu, Y. Yan, and M. Colechin, “A digital imaging
based multi-functional flame monitoring system,” IEEE
Trans. Instrum. Meas., vol. 53, no. 4, pp. 1152-1158,
Aug. 2004.

[3] Liu, T.; Liu, H.; Wu, Y.; Yin, B.; Wei, Z. Exposure
Bracketing Techniques for Camera Document Image
Enhancement. Appl. Sci. 2019, 9, 4529.

[4] Faming Gong, Chuantao Li,Wenjuan Gong, Xin Li,
Xiangbing Yuan, Yuhui Ma, and Tao Song “A Real-
Time Fire Detection Method from \ﬁdeo with
Multifeature Fusion”, Computational Intelligence and
Neuroscience 2019
https://doi.org/10.1155/2019/1939171

[5]1 Ilpumkynos, O. . V., Toxues, M. P., & Xacanos, /I. P.
V. (28,21). KommeloTepHoe 3peHHe Kak CpeacTBO
u3BieueHuss uHpoOpMalmMu w3 Buaeopsa. Academic
research in educational sciences, 2(9), 582-585.

[6] G. F. Shidik, F. N. Adnan, C. Supriyanto, R. A.
Pramunendar, and P. N. Andono, “Multi color feature,
background subtraction and time frame selection for fire
detection,” in Proceedings of the 2013 International
Conference on Robotics, Biomimetics, Intelligent
Computational Systems, IEEE, Yogyakarta, Indonesia,
ABri 2014. Oliver Theobald. Machine Learning for
Absolute Beginners. — Scatterplot Press. 2017. pg.43-98

[71 C. Stauffer and W. E. L. Grimson, “Adaptive
background mixture models for real-time tracking,” in
Proceedings of the 1999 IEEE Computer Society
Conference on Computer Vision and Pattern
Reco%ggéon (Cat. No PR00149), Fort Collins, Colorado,

June

[8] Ma’ruf Tojigev, Ravshan Shirinbo&ev, & Jahongiréon
Bobolov. (2023). IMAGE SEGMENTATION BY
OTSU  METHOD. International  Journal  of

Contemporary Scientific and Technical Research,
(Special Issue), 64-72,
https://zenodo.org/record/7630893

91 Akmal Akhatov, Ma’ruf Tojiyev, Ravshan Shirinboyeyv,
& Jahongirjon Bobolov. (2023). Correction of integrity
violations in the video Image area using the retinex
algorithm. International Journal of Contemporary
Scientific and Technical Research,(Special Issue), 162—
172, https://zenodo.org/record/7741348

[10] M.Tojiyev,O.Primqulov,D.Xasanov,
segmentation in OpenCV and
DOI:10.5958/2249-7137.2020.01735.8

[11] P. Zolliker, Z. Baranczuk, D. Kupper, I. Sprow, and T.
Stamm. Creating hdr video content for visual quality
assessment using stop-motion. In Proc. IEEE European
ISé%nEal 2F(’)rlogc’:essmg Conference (EUSIPCO), pages 1-5.

“Image
Python,

159


https://geni.us/DeoXyj
https://geni.us/DeoXyj
https://zenodo.org/record/7630893
https://zenodo.org/record/7741348

[12] Toxue Mabpyd, bobonos Ixaxanrup, & JJoHaboer
Juép. (2023). Anroput™m ompejieNneHUs U BbLACICHUSL
KOOPJMHAT SIPKUX yYaCTKOB H300pakenus. International
Journal of Contemporary Scientific and Technical
Research, ~157-160. Retrieved ~ from
gttps:/ljournal.anuu.uz/|ndex.php/ljcstr/artlcle/V|eW/39

[13] Khasanov Dilmurod, Tojiyev Ma’ruf, Primqulov
Oybek., “Gradient Descent In Machine”. International
Conference = on Information  Science  and
Communications Technologies (ICISCT),
https://ieeexplore.ieee.org/document/9670169
Babomurodov O. Zh., Rakhimov N. O. Stages of
knowledge extraction from electronic information
resources. Eurasian Union of Scientists. International
Popular Science Bulletin. Issue. Ne 10(19)/2015. — pp.
130-133. ISSN: 2411-6467

[14] T. Maruf, "Hazard recognition system based on violation
of the integrity of the field and changes in the intensity
of illumination on the video image,” 2022 International
Conference on Information Science and
Communications Technologies (ICISCT), Tashkent,
Uzbekistan, 2022, pp. 1-3, doi:

10.1109/1CISCT55600.2022.10146933

160


https://ieeexplore.ieee.org/document/9670169

DETERMINATION OF OPTIMAL
DECISION-MAKING CONDITIONS FOR
DIAGNOSTICS OF CATTLE DISEASES

1*' Muhamediyeva Dilnoz Tulkinovna
National Research University
”Tashkent Institute of Irrigation and
Agricultural Mechanization Engineers”
Tashkent, Uzbekistan
dilnozl134@rambler.ru

37 Tukhtamuradov Nozir
Research Institute for the Development of
Digital Technologies and Artificial Intelligence
Tashkent, Uzbekistan
nozir9407 @ gmail.com

Abstract—The paper considers the determination of optimal
decision-making conditions for diagnosing diseases in cattle, since
systems for making semi-structured decisions under conditions of
various types of uncertainty and, in particular, fuzzy uncertainty,
represent an important class of intelligent systems. In designing
a fuzzy logic system, the dominant issue is the choice of a
rational knowledge base, or rather, a rational number of rules
and effective values of their membership functions. In this
regard, the paper considers the main problems and tasks of
intellectualization of information processing systems and ways
to solve them.

Index Terms—Decision making, diagnosis, fuzzy set, model,
algorithm, knowledge base, cattle.

I. INTRODUCTION

Intelligent information technologies are created simultane-
ously with the formalization of professional knowledge and
experience of specialists in the field of management, the
accumulation and updating of professional knowledge in this
area, the development of mathematical models, the processing
of empirical knowledge and data, and the construction of a
mechanism for the logical inference of analysis results [1].

The paper looks at [2] forms of artificial intelligence (AI)
already being implemented in clinical settings, and research
into its future use in healthcare is accelerating. Despite this
trajectory, more research is needed regarding the impact on
patients of increased Al decision making. In particular, the
impersonal nature of Al means that its application in highly
sensitive contexts of use, such as healthcare, raises issues
related to patients’ perceptions of (dis)worthy treatment. We
explore this issue through an experimental study comparing
people’s perceptions of dignified and respectful treatment
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in different health care decision-making contexts. However,
we found that for perceptions of respectful and dignified
interpersonal treatment, decision makers in diagnostic cases
matter more and outcomes matter more in resource allocation
cases.

Intellectualization of decision-making systems provides the
possibility of forming alternative solutions, disseminating the
knowledge and experience of the most highly qualified spe-
cialists and formulating a logical argument for the validity of
each solution option [2-3].

The decision-making process in management is complicated
by the occurrence of fuzziness. In these cases, the apparatus
of the theory of fuzzy sets, fuzzy logic and fuzzy inference
makes it possible to evaluate the states of such complex
situations. With the help of this apparatus, the problems of
human behavior in certain situations are successfully solved.
If the decision maker is aware of what can happen during the
operation of the system, then he will be able to make a more
reasonable decision [4].

In conditions when a decision-maker (expert, designer,
manager) has to operate with a variety of parameters and
conditions that need to be taken into account in the decision-
making process, systems designed to support decision-making
under conditions of uncertainty can provide invaluable assis-
tance as support, in particular, fuzziness. These include expert
and advising decision support systems, which represent an
important class of applied intelligent decision support systems.

The basis of all human activity is the decision-making
process, which is the choice of one of several choices. We
make many decisions without thinking, because we have an
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automated view of the management of our actions, which is
formed in practice. However, there are times when a person
has to think deeply and for a long time about a given situation.
In such cases, a person is faced with the choice of new types
of objects or environment [5-8].

II. MATERIALS AND METHODS

Decision making is usually expressed as follows.

D = {dy,...,d;,...,dn }— a set of choices. For all d; € D
a function is given w (d;) indicator of the effectiveness of the
variant [3].

Need a better option d;p € D ,
values w (d;o), i.e

corresponding to function

d;o = argmaxw(d;),ds € D.

Function w (d;) can have different values and mathematical
expressions. For example, this can be expressed as follows [9]:

W (d) = (q(d), c(d), t(d))"

where d € D — solution (action, management), formed
in accordance with any operator (X — sets of parameters
reflecting the problem situation); ¢ (d) — function of efficiency
of utility of realization d; c(d) — resource function used to
implement d; ¢ (d) —time spent on implementation d.

These functions have both quantitative and qualitative value.
All or some of these functions are taken into account depend-
ing on the purpose and conditions of the decision-making task.

A clear representation of the functions d =
F(X),q(d),c(d) and t(d), where function W (d) itself, as
well as all or all factors for finding a value greater than W (d)
, determines the choice of an appropriate solution method,
and this leads to a variety of solutions for the decision
problem.

Decisions are divided into political, economic, technical,
etc.; by the duration of the activity and the scale of the future
- operational, tactical, strategic; according to the appearance of
the decision maker - individual and collective (institutional);
according to the degree of non-repetition - rigid, non-creative
and non-repetitive, creative; according to the degree of uncer-
tainty (completeness of information) - can be in the form of
decisions on accuracy, risk (in terms of probable accuracy)
and uncertainty [10].

The static model is defined as the decision status. Based
on the Wald criterion, such an alternative choice is optimally
chosen so that in this case the normalized value is maximum
(3]

= Imax mln
Tro = brED 0,C0 Tk

In the process of applying the Wald criterion, the indicators
with the smallest value are selected first, and then those with
the largest value.

If the 4 = (u1, ..., 4n) membership function is given, you
can view the dimensions in the following representation [11-
14]:

sl 3 ey and {fye) 2 Fabimn

where 1 is the membership function of the subjective distri-
bution of probability values, and F' — the evaluation function
for solution ¢y € P.

The optimal solution ¢y € ® of the Wald-type criterion
in a fuzzy environment is found from the following condition
[14]:

brLED 0;€0

m m
V(010 = ma guin 3 s/ S
s=1 r=1

The optimal strategy for the dynamic decision-making
process for the Wald criterion is found using the following
recursive equation [3]:

0/ N ( N—-1y N-1y _ - N/ N-1
fN(¢k?\,(ar ), a )-(kamelgNj:rf}?(nN kla )
2
|- : e
f(@he (@) = min [ max fh(al)+

L edl j=1,...m

+ Z f ¢l+11 ) an) g (et o).

T‘ll

A characteristic model of the environment C' is formed
based on the concepts of fuzzy sets, the use of which made it
possible to form a visible state of making a decision of type
{®, Ao, F'}, where Ay - is a fuzzy set or a fuzzy random state
C, determined by p4- membership function and distributed
by probability P.

When solving the problem, we use the Bayes criterion and
recurrent equations for the mathematical expectation of the
Bayesian value of the evaluation functional.

Let some solution be given [13-15]

= (Ppses Bh) €D ={D, ..., B,

Let fl(¢,1€1,...,q5§€l) - the total mathematical expectation
of the Bayesian value of the evaluation functional on so-
lution gb,lcl € ®' when using solutions fl(gb,lcl,..., ff__ll) at
1,2,,..., ({i0) -th stages and optimal solutions at (I+1), ..., N-

th stages, equal to [9-10]
[k, ooees D) = Ji1 By

ot e,

) ¢klv ¢l+1 )

mi—1

+ > B, |a )R
v=1

where B! (¢} [al™') = YUL, pli fhy, (al7!) - Bayesian value
of the evaluation functional; fn (¢} ,...,¢5 ) )- And the
mathematical expectation of the Bayesian value of the evalua-
tion functional on the set of solutions ¢ € ®~ when using
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Solution ¢ = (¢, ..., ¢ ) is called the optimal solution
according to the Bayles criterion (in the absence of a source
of information on the object) and can be found, starting from
the last V-th stage and ending with the [-th stage, as follows.

For the N th stage, the optimal decision strategy ¢k0 =

(gbkl, ey qi)kNN 11 € ®)) or all possible combinations of solu-
tions ¢,1€1,. ,gka . € [01] is found from the condition [14].
1 o .
fl(¢klv° ’(ka 17¢k0)_ ¢kNmé%N
TN(qs}Cl ..... qSkN)t
my-—1

Z BN(qb;ch‘at]/V_l) N ! (bklw 7¢kN 1)
v=1

For any I-th stage (! = N — 1,...,1) the optimal strategy

(gﬁ,lﬁ, ey gbf;l) is found from the condition [3,15]
1 _ .
FCTRN 1,¢ko) = ¢{Ilé%z
Ty (9h, o9k, ¢>’+1 ..... ¢N o, )=t
ks

[fl+1(¢llglv~ ’¢kl 17¢l+1)

MmN -1

+ Z BN(d){fVN }alj/\’il N 1‘¢k1" ’d)kN 1) ’
v=1

where Ty = (¢}€1,...,¢fCVN) — expectation of the transi-
tion time of an object from the initial state to one of
the final states when using solutions (q&,lql,...,gﬁkNN);ﬂ =
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IIT. RESULTS

Diagnosis is an important task of modern information
and communication technologies and decision-making when
building a model for diagnosing and managing them under
conditions of uncertainty [2,14].

The application of signs or the level of confidence can be
shown using the following fuzzy-logical knowledge base for
diagnosing diseases in cattle [15]:
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Fig. 1. Result fuzzy-logic knowledge base for diagnosis

IV. DISCUSSION

It is possible to single out the main property of the character-
istic of the diagnostic task of cattle diseases - that is, the final
point of decision-making is set by a veterinarian. Diagnosis of
diseases in cattle is made on the basis of 17 signs of disease,
as decision-making issues are one of the most relevant in
modern science over the past decade. It is known that the
correct operation of a particular system can be achieved as
a result of the work of this system in collecting, analyzing,
choosing the correct processing, as well as developing the
correct managerial influence on them [16].

The knowledge base is a reflection of the intellectual activity
of a veterinarian: reflections, conclusions, generalizations of
abstraction, which are based on various knowledge - funda-
mental in scientific research, subjective, obtained as a result
of practical activities and experience in veterinary medicine.

The basis for the formation of the knowledge base is the
following information [17]:

- a set of information about possible signs of situations and
their classification. Signs can be, for example, temperature,
pulse at one minute, respiration at one minute, rumination at
two minutes, red blood cell count, hemoglobin, total protein,
total calcium, organic phosphorus, glucose, reserve alkali,
copper, cobalt, manganese, zinc, the number of infusoria, the
state of cicatricial fluid;

- information about the causes of certain signs of situations,
their classification and systematization;

- information about actions (or a set of actions) to eliminate
situations that have arisen for appropriate reasons.

One of the main objectives of this study is an attempt
to develop and implement models of weakly formalized
processes, such as diagnosing diseases in cattle with fuzzy
initial information, expressed in the form of logically justified
linguistic statements [18,19].

V. CONCLUSION

The implementation of the system provides:

- improving the quality of group decision-making in the con-
ditions of various situations due to computer decision-making
and machine experiment with imitation of the corresponding
situation;

- the possibility of developing management decisions and
recommendations to reduce human and material losses;

- saving resources (material, labor) due to the simulation of
collective decision-making on a computer, the multivariance
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of the decisions obtained and the effective use of pre-prepared
decisions in real conditions;

- increasing the effectiveness of training based on the use
of modern computer technology and software, mathematical
methods and software systems.

The mathematical apparatus used is quite laborious in terms
of computational procedures. Therefore, the effectiveness of its
use is achieved in the presence of special computer develop-
ments.
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Abstract— The paper is focused on real-time visual
monitoring of 3D printing defects on extrusion printers. The
monitoring is based on the YOLO machine vision system with
automatic recognition of unmelted bundles of plastic filaments
during the following consecutive stages: segmentation and
classification. During testing, 95 percent defect recognition
accuracy was achieved.
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I. INTRODUCTION

With the advent of 3D printing, the production of
components and items has become more affordable, flexible,
and efficient. However, when using 3D printers, problems
often arise as artifacts that reduce the quality and durability
of the print. Recognizing and eliminating these artifacts is an
important challenge that will improve 3D printing quality,
reduce defects, and increase production efficiency. The
relevance of the problem is confirmed by the growth rate of
the additive manufacturing industry [1]. According to
statistical data, the additive technology industry is developing
at a high rate, with an average annual growth rate of 22.3%.

Fused Deposition Modeling (FDM) technology is one of
the most common additive manufacturing techniques that uses
thermoplastic or composite materials to create 3D objects
through layer-by-layer deposition (Figure 1). Specifically,
using an FDM 3D printer, a molten material called filament is
delivered through an extruder nozzle and applied selectively
to a work platform to produce parts with a given shape and
properties.

FOM - ADDITIVE MANUFACTURING
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Fig.1. FDM printer operating device.
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Similar solutions that optimize models already exist,
obviously. For example, Obico, a paid online service, works
both in cloud mode and provides an option to deploy a local
server. The main disadvantages are security, because all data
passes through the developer's servers without encryption, and
therefore can be reused. So this solution can not be used for
printing objects that are sensitive to distribution: which carry
commercial or government secrets.

A number of major 3D printer manufacturers are
developing their own solutions. Recently, Creality introduced
its flagship K1 Max printer [2], which uses machine vision
algorithms and a LiDAR scanner [3].

Previously, Bambu Lab opened access to a similar
technology on its X1 Carbon printer [4]. The disadvantages of
this solution include:

e Unable to connect multiple 3D printers to a single
tracker.

e High hardware requirements. The above printers uses
powerful circuit boards that have not been used in this
type of machine before.

e Requiring constant internet access.

o Files are sent to print by Wi-Fi, going through the
company's servers, which is risky for some types of
models.

Il. RELATED WORKS

To improve the quality of the product manufactured by
additive methods, software packages have been developed [4,
6] (including by the authors of this paper [7, 8, 9]) that
reproduce the physical processes of heat and mass transfer
and predict the shape of the printed product under given
conditions, its surface morphology, porosity, and strength
characteristics. Preliminary simulation of 3D printing allows
selecting optimal modes of operation of the plant in advance.
However, calculations with the necessary detail at the meso-
and macro-levels require serious computing power, which is
not always possible in production conditions. Therefore,
another aspect of improving product quality is its visual
monitoring during the 3D printing process, including both
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defects of incomplete material utilization (in the case of FDM
- plastic filament) and defects in creating the required product
shape. This approach cannot predict the shape of the product
virtually, without the actual printing process, but at the same
time it is faster than full process modeling.

There are two main approaches to artifact recognition in
3D printing. One is to use computer vision [10] and machine
learning algorithms to automatically recognize artifacts. The
other approach is to use sensors located on the printer to
monitor print quality.

The advantage of the first approach is the ability to handle
a large amount of data, which allows a more accurate
identification of artifacts. However, the implementation of
this approach requires significant computational resources
and specialized algorithms.

The advantage of the second approach is the ease of
implementation in the production environment. The
disadvantage of this approach is lower accuracy in artifact
identification and limited number of monitored parameters.
The integration of the LiDAR sensor (Figure 2) into flagship
printer models to detect artifacts during the first layer of
printing has been particularly popular recently.

1: Micro LiDAR Camera; 2. Vertical Laser;
3. Horizontal Laser; 4. Micro LIDAR LED

Fig.2. Appearance of the Bambu Lab X1 sensor system.

The authors have had some experience in developing
tools for generating synthetic data for training different neural
networks [11]. The main advantages of synthetic data are the
possibility of their rapid collection and generation, as
opposed to the collection and labeling of naturalistic datasets.

I11. MEANS OF REALIZATION

The largest consumers are the military, aerospace and
manufacturing industries and there is a lot of confidential data
in these areas, which means high security requirements, so
the application should not use the internet for its work. One
of the big challenges of this work is that there is no readily
available dataset on the internet to train the model. At the
same time, independent data collection is limited by the fact
that a single group of photos required four hours or more,
which prompted the choice of a synthetic content generation
approach for the dataset [12]. In selecting a machine learning
algorithm for recognizing objects in videos, the following
important algorithm criteria were identified:

1) Ratio of speed to resources consumed, so that the
program can work on poor performance devices;

2) The rate at which the artifact is recognized in the
frame should be slow enough to ensure real-time recognition.

Presented in [13, 14], YOLOVS8 satisfied these simple
criteria. To train the model on its own dataset, it is easy to use
the detailed instructions [15]. One of the requirements for the
developed system is handling real-time video, which required
setting up OpenCV and YOLOV8 [16]. One of the tasks in the
implementation of this work was the task of data partitioning
[17]. AutoML Translation [18] was used as an alternative
computer vision model. The library [19] was chosen as the
main tool within this work, which is a solution to provide an
efficient work with the YOLOv8 model because it belongs to
the creators of this model. Since YOLOVS is a family of
models that differ in the number of neurons, which
accordingly puts a restriction on the areas of application of
the model, it was necessary to determine which model would
be best adapted for the purposes of work, for this purpose it
was necessary to find out which models run on low-
performance computers, which is described in [20]. To
improve the quality of segmentation, the following
transforms were chosen to the input data [21]. Their selection
requires significant refinement [22].

So, a deep learning model was chosen, which allows
achieving high recognition accuracy and fast system
operation. The solution architecture consists of several
stages: input data preprocessing, model training, model
testing and validation.

The following tools and libraries were selected during the
solution development process:

e Python programming language,
o Libraries for working with images: YOLOVS,

e Deep learning libraries: TensorFlow and Keras,
YOLOVS,

e Model training tools: Ultralytics,
e Synthetic dataset generation tool: Stable Diffusion.

The solution architecture was designed to meet the
requirements for recognition accuracy and system
performance, as well as scalability to handle large amounts of
data. The final application will have a solid architecture.

IV. DATASET DESCRIPTION

As a dataset for model training, a sample of found
unlabeled images on the Internet containing print artifacts
was used (Fig. 3). The dataset includes 78 images and is
divided into Train Set, Validation Set and Testing Set in the

ercentage of 78/12/10 respectively.

Fig.3. Anexample of an artifact.
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To further train the model, it was necessary to add an
annotation for each image (Fig. 4) and add labels (Fig. 5).

Printing-Artifact

Fig.4. Example of an annotation.

j 3D-Printer-First-Layer-not-Sticking-to-Bed-digi3dverse-com_jpeg.rf.5ecdafdB8bd 9f20bfaddf474612¢3978.txt - Baokro

Qain [paska Oopmat Bwa Cnpaeka
© 0.09296875 0.31875 ©.18515625 0.234375
@ 0.5 0.865625 1 0.26875

Fig.5. Example of an label.

For these tasks, the roboflow [19] dataset preparation tool
was chosen.

It was a hypothesis that this dataset would not be enough
to successfully achieve the goals, and since there are no
available datasets with a large number of unique images on
the Internet. So, one option for enriching the dataset was to
synthetically generate images using neural networks - using
the Kandinsky 2.1 tool based on Stable Diffusion.

An attempt to use a prompt like "3D Printing Defects"
was not successful. The results are shown in Fig. 6.

RDRMDRDI

Fig.6. Example of failed work from Kandinsky 2.1.

Further attempts were made to generate images similar to
the Spaghetti artifact using non-FDM printing prompts, but
such images only made noise in the sample. The model using
synthetically generated images performed worse than a
smaller sample with real images.

V. SELECTION OF NEURAL NETWORK ARCHITECTURE

Choosing a neural network architecture is an iterative
process, and it may take several iterations to find the optimal
architecture that best fits the given task.

The first step is to clearly define the requirements and
specifics of the task. We need to understand what exactly we
want to recognize, what classes of artifacts we are interested
in and what characteristics of images are important to us.

The following requirements were made for the future
neural network:

1) Possibility to implement Object Detection algorithms.

2) Ability to use the algorithm on low-power devices.

3) The speed of artifact recognition per frame should be
high enough to ensure real-time recognition.

There were 3 models that met these criteria:

1) YOLOv8n.
2) YOLOVS:s.
3) AutoML by roboflow [18].

AutoML by roboflow performed poorly for this dataset
and was excluded from the sample. The results of this model
trained on the dataset for 300 epochs are shown in Fig. 7. The
model showed false positives and failure to recognize a real
defect.

The following requirements were made for the future
neural network:

printing-artifact-detector/2 (latest)

Fig.7. The result of improper detection of printing defects using the
AutoML.

The YOLOv8 family models performed well, as can be
seen in Fig. 8. There are no false positives here and the
artifact was recognized.

Fig.8. YOLOv8-based valid detection of defects at the test image.

The YOLO (You Only Look Once) architecture is a
convolutional neural network for real-time object detection in
images. YOLO was developed with speed of operation and
detection accuracy in mind.

The basic principles of the YOLO model architecture
(Figure 9) include:
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1) Grid Cell: The input image is divided into a grid of
cells of fixed size. Each cell is assigned to detect an object if
the center of this object enters this cell.

2) Anchor Boxes: Several anchor boxes of different sizes
and aspect ratios are defined for each cell. Each anchor is
configured to detect objects of a specific size and shape.
YOLO uses bounding box and class predictions for each box
and each anchor.

3) Backbone Network: YOLO uses a convolutional
neural network as a backbone network that extracts attributes
from the input image. For example, the YOLOvV3 architecture
uses Darknet-53 as the backbone network.

4) Feature Extraction: The core network creates feature
maps at different scales. At each level of the feature map,
objects are detected using convolution layers and filters.

5) Predictions: For each object in a box and anchor,
YOLO predicts the probabilities of belonging to different
object classes and the coordinates of the bounding box. The
number of predicted classes is determined by the object
detection task.

6) Non-Maximum Suppression (NMS): To remove
duplicate predictions, YOLO applies the Non-Maximum
Suppression algorithm. NMS removes frames with low
probabilities, leaving only the most confident and accurate
predictions, and removes overlaps between frames.

8

Fig.9. YOLO algorithm working principle.

V1. BUILDING A BASIC MACHINE LEARNING MODEL

The first experiment was training the YOLOv8n model,
no augmentations or transformations were applied to the
input dataset in this experiment. The solution was
implemented using the Python programming language. The
ultralytics library [18] was chosen as the main tool in this
work, which provides a solution to ensure efficient operation
of the YOLOvV8 model. Initially, the model was trained on 5
epochs, but it did not show significant results and did not
recognize any artifact on the test sample. The second time the
model was trained on 50 epochs.

Fig. 10 shows the result of the YOLOv8n model on one
of the test batches. A similar result is shown by the older
model with more layers and YOLOv8s parameters already on
5 epochs.

The model with the "s" suffix shows the best result in
terms of accuracy, while it takes more time to process one
frame than the lightweight "n" model — 28.67 ms on average
for the younger model versus 49.56 ms on average for the
model with more parameters. At the same time, the mode of

the YOLOv8n model is between 7-8.5 ms, while the
YOLOvV8s model is 20-22 ms.
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Fig.10. YOLOv8n model result.

According to the presented results, we can see that the
models have learned to detect artifacts, but the choice of a
particular model depends on the power of the hardware on
which the model will be run. For Raspberry Pi clones and old
laptops it is better to use YOLOV8n [20], for stationary PCs
—YOLOVSs.

VII. IMPROVEMENT OF SEGMENTATION QUALITY

To improve the quality of segmentation, the following
transformations were chosen to the input data [21]:

1) Static Crop: This method involves cropping images to
a specific size or aspect ratio. By cropping, it is possible to
remove unwanted parts of an image or to focus on a
particular area of interest. It can also be useful to keep all
images to the same size for later processing.

2) Resize: This method is used to resize images. Scaling
can be an increase or decrease of the image size, allowing
you to adapt the image to the required size or resolution.
Resize can be performed with or without preserving the
original image proportions.

3) Grayscale: This method converts a color image to
grayscale by removing color information. Using only pixel
brightness can be useful to simplify the model or when color
is not an important feature for the task at hand.

4) Flip: This method reflects the image horizontally or
vertically. Reflection can help increase the diversity of the
data and help the model learn better from images with
different orientations or symmetrical objects.

5) Rotate: This method rotates the image by a certain
angle. Rotation can be useful for training a model on images
that may be presented in different orientations or viewing
angles.

6) Brightness: This method changes the brightness of the
image by changing the pixel values. You can increase or
decrease the brightness to make the model stable to changes
in lighting and contrast.

Data augmentation techniques in machine vision play a
significant role in improving the performance of learning
models. By using these methods, the following improvements
can be achieved:
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1) Expanding the training dataset. This is especially
significant on datasets with a limited number of training
examples.

2) Stability to variations. The use of augmentation
techniques allows the model to become resistant to such
variations.

3) Preventing overtraining. Overlearning is a problem
when a model memorizes training examples too well and is
unable to generalize to new data.

4) Improved general performance. Additional data
variation allows the model to better represent different
classes of objects and scenes, which can lead to improved
recognition accuracy and general performance on new,
previously unseen data.

Then, augmentation methods were successively applied.
When choosing the set of methods shown in Fig. 11, the
quality of the sample dropped dramatically, as can be seen in
Fig. 12. mAP dropped to 21.3%, precision to 19.9%.

PREPROCESSING Auto-Orient: Applied
Static Crop: 48-75% Horizontal Region, 10-75% Vertical Region
Resize: Stretch to 640640

Grayscale: Applied

AUGMENTATIONS Outputs per training example: 3
Flip: Horizontal
90° Rotate: Clockwise, Counter-Clockwise

Brightness: Between -45% and +45%

Fig.11. Selected augmentation methods.

mAP

Box Loss Class Loss Object Loss

o

Fig.12. Efficiency of the algorithm with the selected methods.

As a result of empirical studies, the augmentation
methods shown in Fig. 13 were the best suited for this dataset.
They showed the best results.

PREPROCESSING Auto-Orient: Applied

AUGMENTATIONS Outputs per training example: 3

Flip: Horizontal

Fig.13. Final augmentation methods for the model.

Perhaps a more accurate selection of augmentation
methods can further improve the quality of the method. The
choice of augmentation methods requires considerable
refinement [22], but the current quality is already sufficient
for the model to work.

VII1.CONCLUSION

In the current research, methods for recognizing artifacts
in 3D printing have been proposed. The problem of lack of
sufficient data for model training was revealed. Because of
this, the application needs to be improved: training the model
on a larger dataset, optimizing the application for low-
performance devices, adding new artifacts (except
'Spaghetti’) to identify them directly in the printing mode.

The developed tool based on the collected custom dataset
[23] can be used in companies using FDM printers of any
configuration — to detect the 'Spaghetti' artifact for any 3D
printer.

As a result of the implementation, the cost of failed print
batches, in which artifacts appear and the print becomes
unusable, has been reduced. Both plastic and time costs have
been reduced, because the system allows the operator to stop
the printing of a defective model in advance and make a new
one without waiting for the print to finish.
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Abstract— Vernam encryption algorithm for crypto-
processing of information was developed based on the XOR logic
gate. An experimental check of the Device functioning was
carried out using ASCII encoding, and an algorithm for
encrypting and decrypting textual information. It is shown that
the developed Device can be successfully used for cryptographic
processing of texts during confidential information
communications.
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The swift progression of the Internet technologies and IP
networks has given rise to a new trend in the use of packet
network transport. However, the transfer of corporate data
over a public packet network, such as the Internet, is an
obvious threat to the security of the network of any enterprise.
Internal resources of the corporate network become available
to numerous Internet users, and confidential traffic can be
viewed by intruders.

INTRODUCTION

Every information system must ensure that data is
protected from unauthorized access. This can be achieved by
implementing an authentication system within the system
itself, which allows only authorized users to access the data.
However, if an attacker gains physical access to the data,
authentication becomes ineffective, and the confidentiality
and integrity of the data can be compromised.

To protect data from unauthorized access, encryption is
utilized. Encryption involves transforming information into an
unrecognizable form that can only be deciphered with a
specific encryption key. This prevents anyone without the key
from accessing the original information. Encryption is not
only useful for physical data protection but can also make
authentication  more  challenging, thus preventing
unauthorized system access.

The exchange of information, both open and closed,
occurs mainly using digital technologies and personal
computers, so it is possible to use all the advantages of
software developed for processing signals in digital and
analog format [1-3].

The Vernam cipher uses modulo 2 additions, which is
equivalent to the logical exclusive or operation, usually
denoted by “XOR”, and which is easy to implement using the
magneto-optical methods we have developed

In 1917, Gilbert Vernam patented a cipher based on this
operation. To send a string of bits, a key consisting of the same
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number of binary characters as the message is required. Each
bit of the sent string is added modulo 2 with the corresponding
key sign and the cryptogram [4-7] is obtained.

The essence of encryption with the Vernam cipher is easy
to understand and implement on a computer. In order to
encrypt the plaintext, you just need to combine the binary code
of the plaintext with the binary code of the key using the XOR
operation, the resulting binary code, presented in symbolic
form, will be the encryption of the Vernam cipher. If we try to
encrypt the encryption received by the Vernam cipher again
with the same key, we will again get the plaintext. Actually,
the encryption of the Vernam cipher is identical to its
decryption, which tells us that the Vernam cipher is a
symmetric cipher [7-10].

Any key can be used for encryption only once, hence the
name: one-time cipher-notebook. Thus, key distribution is the
main problem here. To make sure that trouble is inevitable
when encrypting multiple texts with one key, consider a
plaintext choice attack. Suppose Alice always uses the same
key to encrypt data. Eve attempts to determine this key and
performs the following attack:
generates a message m and sends it to Alice
for encryption,
receives ¢ = m @ kwhere c is encrypted
information — disinformation DISI, m — information
INFO, k — key KEY_1
calculates k =c @ m

Despite its simplicity, the Vernam cipher, according to
some analysts, is the only one that is absolutely
cryptographically secure due to strict requirements for the
Vernam cipher key. The key for encryptions of the Vernam
cipher must be as long as the encryption itself, while the
Vernam cipher key must also be completely random and one-
time. That is why the Vernam cipher is also called the one-
time pad system and is used mainly to transfer state secrets

Il.  RESULTS AND DISCUSSION

Let us briefly consider the steps that we directly used to
create a device layout for encrypting and decrypting text
information in ASCII binary format encoding.

Since one of the objectives of this Project was to find a
mechanism that allows encoding (for simplicity, we chosen
ASCII) information signals, the “Sound Forge” software by
Sony was applied. Encoding textual information does not
cause any particular difficulties, since the corresponding
standards, such as ASCII, have been known for a long time
and are widely used in modern information technologies.
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We have created a working layout of the Device Simulator
designed for information encryption and decryption using the
Vernam algorithm, based on the same principles as magneto-
optical logic gates which were described earlier in [4, 5].

Let us consider in more detail Alice’s actions for
transmitting and encrypting information (info) in 8-bit
encoding of the generally accepted standard using the “Sound
Forge ” audio editor software and the proposed scheme.

Alice (source) must transmit encrypted information to Bob
(receiver). The protocol and sequence of using one-time keys
are agreed upon in advance. It is assumed that simple, compact
and reliable optoelectronic peripherals should be used to
encrypt and decrypt transmitted and received information.
Instead of magneto optical waveguide set we will use its
electronic model named Simulator Device. To send
information in the form of encryption, you need a disposable
key consisting of the same number of binary characters as the
message. Each bit of the sent string is added modulo 2 with
the corresponding key sign and a cryptogram is obtained.

To conduct experiments to study the possibilities of
encryption and decryption, an installation was assembled
using a prototype Device with the XOR function. For the
practical purposes, after conducting preliminary tests, was
chosen an option according to the following scheme (Fig. 1).
The original text message info in binary ASCII format is
converted into a series of audio pulses using “Sound Forge”
and write it as a wav file format for output channel 1. To do
this, activate the program and create a new file in order to
synthesize 3 separate output channels: info, key 1 and disi. For
example, consider the procedure for creating an initial file
with a pulse duration of 0.2 sec and a frequency sinusoids of
440 Hz.

Synthesis occurs by inserting silence functions for 0 and
sine functions for 1. On fig. 2 shows the result of entering the
first 8 natural numbers as a sum of harmonics.
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Fig. 1. Evolution of processed signals for XOR gate configuration The
wiring diagram used to obtain the VVernam cipher in the mode of the
logic magneto-optical XOR gate (binary counter).

FC_Bog

Note that the synthesized harmonic signals are not
coherent and the result of their usual addition when passed
through the mixer will be a simple increase in the volume of
the sound.

Let us consider the actions necessary for crypto-
processing of textual information. Example of coding
information is presented in Fig. 2. Correct crypto-processing
of information to be encrypted and subsequent decryption is
possible only if a definite time reference is implemented,
because otherwise it will not be possible to obtain the primary
in-phase of the processed signals. In addition, it allows us to
mark the beginning and end of the files through which we
want to express the signals.
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Fig. 2. Using the “Sound Forge” to record information in binary encoding.
Representation of the first eight numbers of the natural series using binary
code and as a sum of harmonics. Dark rectangles - 1, light gaps - 0

To solve this problem, at the beginning of recording
information in each of the channels (channel info and channel
disi) markers are inserted, as shown in the Fig. 3. In rectangles
with a turn, indicated by I, K, D respectively in channels 1, 2,
3 of the file, signals are recorded corresponding to the info (1),
key (K) and received (D) after passing through the Simulator
Device in the form of a record of character sequences in binary
ASCII encoding:

11101000 11101101 11110100 11100000 (info) -
channell; 11101011 11101011 11111110 11110111 (key 1) .
Channel 2; and the result of modulo 2 addition of channels 1
and 2. - 3 channel, (disi) as shown in fig. 3

Let us describe the processes of information encryption
and its transmission by Alice, and then the reception and
decryption of the received misinformation by the final
addressee Bob in more detail.
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Fig. 3. The process of encryption and getting misinformation on
PC_ALICE.

Sequence entry:
11101000 11101101 11110100 11100000 (info) -

channel 1;
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11101011 11101011 11111210 11110111 (key_1) -

channel 2 result of modulo addition of 2 channels 1 and

2 - channel 3 (disi).

Let us consider the actions necessary for crypto-
processing of textual information. Correct crypto-processing
of information to be encrypted and subsequent decryption is
possible only if a hard time reference is implemented, because
otherwise it will not be possible to obtain the primary in-phase
of the processed signals. In addition, it allows us to mark the
beginning and end of the files through which we want to
express the signals.

To solve this problem, at the beginning of recording
information in each of the channels (info channel and disi
channel) markers are inserted, as shown in the Fig. 3. In the
rectangles, denoted respectively by I, K, D in channels 1, 2, 3
of the “Sound Forge”, the signals corresponding to info (1),
key (K) and obtained after passing through the Simulator (D)
as a record of character sequences in binary ASCII characters.

Let us now consider the processes of information
encryption and its transmission by Alice, and then the
decryption of the received misinformation by the final
addressee Bob in more detail.

Alice on her computer processes the text to be encrypted
and sent in the form of a sequence of segments of sinusoids
corresponding to the ASCII encoding and together with the key
(a set of random characters), previously agreed with Bob and
known only to both of them, writes to the 1st and 2nd channels
of'the file created in the “Sound Forge”. Then Alice plays this
file and sends a mixture of information and key through the
output of the sound card and through the Simulator to Bob’s
computer.

In principle, if necessary, she can easily see the results of
encryption on her computer. To do this, Alice can use the
control output of the prototype (Control channel — CTR),
recording the result of the encryption operation through the
line input of her computer’s sound card.

Bab, in turn, records the received encrypted information
(disinformation) in the form of audio signals using the same
“Sound Forge” program into one of the channels of the created
file and then inserts a pre-agreed key into the second channel.
After temporal alignment has been performed, Bob passes the
created file through his Simulator Device (which now acts as
a decryptor), feeds it to the line input of his computer’s sound
card, and receives the decryption of information sent by Alice
on the third channel.
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Fig. 4. Processes of encryption and decryption of textual information using
the Device Prototype.

Thus, Bob, having received and written down the
encryption, performs almost the same actions as Alice, with
the difference that instead of information with the key, he runs
the Disinformation with a key through Simulator Device. As a
result, the output receives a decrypted message - the initial
information.

The proposed method, encryption and decryption occur in
the same way and using the same hardware.

The results of the described actions are shown in Fig. 4.
For convenience, the results of the actions of Alice and Bob
are shown as one common file.

On the far left, through the notation 1), it is shown how
Alice receives misinformation (third channel below), skipping
info and key through the device. Note that the resulting
amplitude for the desa turned out to be less than that of
information or a key. Therefore, during the following crypto
processing operations, it is necessary that Bob’s key has the
same amplitude commensurate with the received signal in
order to obtain correct results. Therefore, Bob must first pass
the key through the Device, as shown in area 2).
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Next, Bob writes down the resulting misinformation and
the processed key, respectively, on the first and second
channels of his computer, then passes through his Device and
receives the desired information on channel 3. The results of
the operations performed by Bob are shown in area 3) of
Fig. 4.

Avrea 4) shows for comparison the original infa (channel 2)
prepared by Alice and the result of decryption on Bob’s
computer (info final - channel 1). The amplitude of the signals
on Bob’s computer is somewhat less than the initial values
prepared by Alice, but this is not important. An enlarged
version of the comparison of primary and final information is
shown in Fig. 5. We see that the information recovered on
Bob’s computer is completely authentic to the original text
prepared by Alice for the secret transmission

I1l.  CONCLUSION

In this paper a novel approach for faster and secure
cryptographic algorithm has been presented and implemented.
The secret key for encryption/decryption is remaining the
same. Cipher-text is obtained by applying XOR (exclusive-or)
enciphering operations between data and very strong one time
use pseudo-random number sequences (PNSs). The original
bits of a message can be recovered by applying the same
operation XOR on cipher-text using the same key - PNSs.
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We have also tested experimentally this method of
encryption/decryption and compare with other popular
algorithms. Proposed method seems very competitive because
it leads to improvement of ciphering/deciphering speed and
also needs only simple electronics and small amount of
computing resources

We can conclude that the proposed method of
cryptographic processing of cipher texts fully complies with
the criteria for transmitting information through channels
intended for confidential messages.

In the proposed method, encryption and decryption occur
in the same way and using the same hardware and can be
recommended for special applications in  closed
communication channels.
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Abstract— The possibility of using wavelet transforms for
bidirectional scaling of high and ultrahigh definition TV
images is considered in the article. The method’s influence at
the efficiency of encoding 4K and 8K video streams is
researched. The estimation of the distortions introduced by this
method in comparison with traditional adaptive and non-
adaptive image scaling methods are presented.

Keywords— TV images, video stream, video compression,
interpolation, wavelet transforms, wavelet filters, image scaling,
bidirectional scaling.

I. INTRODUCTION

In modern broadcast television, high-definition formats
are increasingly being introduced, and work to transmit
ultra-high-definition TV images in 4K and 8K formats is in
progress. However, TV transition to the formats greatly
increases the amount of video data that needs to be encoded
in real time. At the same time, the 4K format with a
resolution of 3840%2160 contains about 8.3 megapixels, and
the 8K format has 33 megapixels. They both require very
high-speed and expensive encoders or special methods that
greatly minimize the original images video data. One of
such interesting minimizing methods is the approache
described in [1]. It’s idea based on the Bidirectional image
scaling. Those, if you twice reduce of image size before
encoding and then restore the original image size after their
decoding on the receiving side, then you can significantly
increase the efficiency of video compression in the codec.
This is due to the fact that 2-fold decreased images contain a
divide by 4 amount of initial video data. On the one hand, it
makes possible to achieve large values of video stream
compression with the same image quality. And on the other
hand, more affordable computer technology can be used to
process a smaller array of video data. This is especially
important for high-definition and ultra-high-definition TV,
because larger quantity of high-quality TV programs can be
transmitted with more efficient use of the frequency
resource.

Previous researches have shown that both simpler non-
adaptive interpolation algorithms and more complex
adaptive interpolators are used to resize digital images [2-5].
The difference between the methods:
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- non-adaptive algorithms process all pixels in the

same way, regardless of the image structure,

- adaptive algorithms use pixel-by-pixel image
analysis to detect edges and fine structure elements,
which need to be saved.

Such approach allows you to minimize distortion in
reduced or enlarged images in those places where they are
most noticeable. As a rule, these algorithms are designed to
save the maximum detail of the original local effects in
increased images. In this case, the interpolation methods
themselves in non-adaptive and adaptive interpolators can
be the same.

As our researches have shown, nowadays in practice
such image scaling methods as bilinear, bicubic, splines,
Lanczos’s, Mitchell’s, S-Spline and S-Spline Max and a
number of others had got a wide distribution. However,
experiments have shown [5] that a number of serious
problems arise during bidirectional resizing of TV images,
due to the fact that the restored images differ greatly in
quality from the original ones.

Il. THE STATEMENT OF PROBLEM

As previous studies have shown [6], the main problem of
bidirectional image scaling by the studied methods is a
significant decrease their visual quality. First reason is
someway removing extra pixels when images are scaled
down by 2. Usually this problem is solved by interpolation
calculation of the values of the reconstructed pixel from the
values of surrounding pixels. So, noticeable distortion or
even loss of fine details may occur in the reduced image due
to averaging or decimation the pixel values.

So, when reducing the test black-and-white image of a
segmented circle (Fig. 1) by the Lanczos-3, Mitchell,
bicubic and B-spline interpolation, S-Spline and S-Spline
Max methods [6], it was found that all of them led to more
or less noticeable distortions of pixel values.

Experiments have shown that even high-quality scaling
algorithms such as Lanczos-3 and S-Spline Max also led to
noticeable brightness distortion, as shown in Figures 2 and
3, respectively.
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Fig.1. The reference test image with its pixel values.
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Fig.2. The result-of a twofold reduced image by the Lanczos-3 method
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Fig.3. The result of a twofold reduced image by the S-Spline Max adaptive
interpolation method.

As can be seen from Fig.2. the Lanczos-3 method not
only increases the brightness of black pixels, reducing the
image contrast by almost twice, but also expands the line
width twice too. The adaptive scaling method based on
spline interpolation, S-Spline Max (Fig. 3), unlike Lanczos,
safes the line widths the and forms better images. But it
also, like Lanczos, reduces the contrast of thin lines by
about twice. At the same time, S-Spline adaptive
interpolation method has the least brightness distortion
among the considered scaling methods. However, it creates
gaps in the halon lines (Fig. 4), which is not permissible in
bidirectional scaling.

Also, at the stage of increasing the size of images the
additional image distortions occur, as far as all elements and
lines of reduced images will be increased by 2. It reduces
the clarity of the images and forms various artifacts due to
the fact, the size increasing algorithms “do not know” that
the image being enlarged was previously reduced.
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Fig.4. The result of a twofold reduced image by the adaptive method of S-
Spline interpolation

Thus, the studies [6] have shown that the usual methods
of non-adaptive and adaptive scaling are not suitable for

255 255 255 185 184 255

bidirectional resizing because after them the images had a
lower visual quality compared to the original. So, to
implement the idea of bidirectional image resizing we need
more efficient images reducing methods, minimizing their
brightness and texture distortions. And the image restoring
methods should take into account the features of thumbnail
images and should not double the structural elements, where
it is not needed. Then the idea of bidirectional image
resizing can be used in high-definition and ultra-high-
definition broadcast TV. Then the idea of bidirectional
image scaling can significantly increase the efficiency of
frequency resource using and number of TV programs for
transmission with better quality [7].

I11. EXPERIMENTAL RESEARCH

In recent years, video compression methods based on
wavelet transforms have been widely developed. There
images are processed by scaling wave functions or wavelets
[8]. That is why the possibility of wavelet transforms using
for image scaling has scientific and practical interest.

One of the interesting ways to realization of bidirectional
image scaling is the use of wavelet transforms (WT), which
are themselves scaling functions. Currently, a wide variety
of wavelet functions have been created. They are widely
used for video data compression in static images and video
streams. However, the wavelet transforms by themselves do
not change the total volume of the image/video data, but
only divide it into arrays of low-frequency (LF) and high-
frequency (HF) coefficients. In this case, the array of LF
coefficients contains the twofold reduced most
informational part of the image, and the array of HF
coefficients contains errors of prediction. Thus, as a result of
image processing by a two-dimensional wavelet transform,
we get an approximated twofold reduced image, consisting
of LF coefficients, and 3 regions of combinations of HF and
LF coefficients. Moreover, the HF part of the coefficients
can be either small or even equal to zero on relatively
smooth areas of the image, because of possibility to
accurately predict the pixel values. On Fig.5 you may see
the pixel values of image part and the results of its two-
dimensional wavelet transformation.

For simplicity in the WT lifting scheme usually odd
pixels correspond to low-frequency coefficients (H), and
even pixels to high-frequency coefficients (L). As can be
seen from Fig. 5, the prediction of pixel values in a uniform
part of the image is provided correctly, therefore their
prediction errors (H) are equal to 0. And the LF coefficients
(L) are completely correspond to the pixel values of the
original image (30). Thus, an image consisting of 4
segments will be obtained after WT: a 2-fold reduced
original image in the LL segment, and the remaining 3
segments HL, LH and HH with zero meanings (Fig.5, d).
Accordingly, if we don’t take into account these zero
coefficients, then we obtain scaling without loss of
information. It means, within the reverse wavelet
transformation the original image will be completely
restored, because the array of zero values has restored too
(as default in scaling and WT). But this is possible only on
uniform images. On real images with fine details, the
prediction errors have arbitrary values and affect the clarity
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of the image. So, the total image data amount at WT does
not change.
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Fig.5. An example of a two-dimensional WT according to the lifting
scheme with 6x6 single-color image: a) the pixel values of the original
image; b), c) results of horizontal and vertical WT, respectively; d) output
array of LF and HF coefficients.

In paper [9] it is proposed to set all LF coefficients to
zero, thereby using WT for image scaling. However, the
paper does not indicate what the visual quality of the
reconstructed images will be after this action. Because of
that, we have carried out research of the influence of the HF
array values and the length of the wavelet filters on the
quality of the restored images. For this purpose, we used the
C++ programming language for creating of image scaler
software. There are 3 types of wavelet filters with various
lengths was chosen for the study from the options of
experimental DIRAC video codec:[10]

1. short length filter on LeGall wavelets (5,3);

2. medium length filter on Deslauriers-Debuc wavelets
9.7);

3. long length filter on Deslauriers-Debuc wavelets
(13,7).

The common lifting scheme of the direct transformation
of these filters is described by the following expressions [9],
where D and S are the corresponding arrays of high-
frequency and low-frequency coefficients; b — image’s pixel
values.

LeGall (5,3):
Dai+1= b2is1- (b2i + b2iv2 + 1) /2 - HF filter
Soi =bai + (d2i1+ daivs + 2)/4 - LF filter

Deslauriers-Debuc (9,7):
Dai+1 = bai+1 - (((b2itb2i+2) X 9 + (b2i-2+bairs) X (-1)) + 8) / 16
S2i =2+ (dai1+ daiv1 + 2)/4

Deslauriers-Debuc (13,7):
Dzi+1 = bai+1 - (((b2i+b2i+2) X 9 + (b2i2+b2irs) X (-1)) + 8) / 16
S2i = d2i + ((d2i-1 + d2i+1)x 9 + (di-3 + di+3) x (-1) +16) /32

In this case, the inverse wavelet transformation is
performed by to the same formulas, but in the opposite
direction.

For the experiments we took 3 images with low, medium
and high detailing, shown in Fig.6. Each image was
processed by a two-dimensional WT, based on the LeGall
(5.3), Deslauriers-Debuc (9.7) and Deslauriers-Debuc (13.7)
wavelets (Fig. 7). Then the reduced image of the low-
frequency coefficients was saved, and all segments of the
high-frequency coefficients were set to zero (Fig. 8). After

that, the LF image was reloaded into its LL segment and a
inverse WT was carried out to restore the original image,
which was also saved for subsequent analysis.

c)
Fig.6. Variants of test images with a) low detailing, b) medium detailing
and c) high detailing.

Fig.7. Display of direct two-dimensional WT results

Since television is a visual observation system, first of
all, the quality of images was assessed visually, and
objective quality assessment metrics were not used in this
paper.

As researches have shown, “zeroing” the HF coefficients
does not lead to a noticeable clarity decrease of the
reconstructed image, but color distortion points appear in
some of its areas (Fig. 9). Moreover, the value of such
distortions depends on the length of the applied wavelet
filter. Thus, the greatest distortions occur when using the
LeGall (5.3) filter; and with a long length Deslauriers-
Debuc (13.7) filter these distortions are almost invisible
(Fig. 9). Therefore, to reduce the visibility of such
distortions, you should use longer wavelet functions, and
also process the output images with an adaptive recurrent
filter, which will level off the pixels’ colors.

Also, we had compared the operation of the Deslauriers-
Debuc (13,7) wavelet filters with the traditional Lanczos-3
interpolator to evaluate the effectiveness of the method of
bidirectional image scaling based on wavelet transforms.
Fig. 10 shows the initial image (fine structure image of the
squirrel), and Figs. 11 and 12 show the restored images of
the squirrel after bidirectional resizing by the WT and after
Lanczos-3 filter, respectively.

Fig.8. A variant of the LF part of the image with zeroed segments of the HF
coefficients
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LeGall (5,3)

Fig.9. Areas of color distortions, introduced by the LeGall (5.3) and
Deslauriers-Debuc (13.7) filters in the images.

Deslauriers-Debuc (13,7)

a) b)
Fig. 11. Comparative clarity of images after a) bidirectional scaling with
Deslauriers-Debuc (13.7) and b) Lanczos-3 filter

As can be seen from Fig. 11, a, the clarity of the image is
the same with the initial image, while after Lanczos-3 (Fig.
11, b) the image is more blurred.

IVV. EXPERIMENTAL RESULTS AND CONCLUSION

As a result of the research of the possibility of using WT
for bidirectional image scaling, it was found that WT
practically does not reduce image clarity. At the same time,
bidirectional scaling without setting all LF coefficients to
zero forms images that are fully consistent with the original
ones. But it does not reduce the video data amount. When
the HF coefficients are reset to zero, the result (two-fold
reduced) image will have the amount of video data reduced
by 4. In this case, the clarity of the images practically does
not decrease, but local point color distortions occur. The
size of such local areas depends on the length of the applied
wavelet and practically does not depend on the structure of
the images. Thus, on the short length LeGall filter (5.3) they
are maximum, and on the long length Deslauriers-Debuc
filter (13.7) the distortion areas are minimal (Fig. 9). That is
why for improving the quality of reconstructed images, it is

better to wuse “longer” wavelets, and process the
reconstructed image itself with an adaptive recurrent filter
that can make the point color changes smoothly.

Comparison of the traditional WT image scaling method
with WT, based on Lanczos-3 filter showed better efficiency
of first one, since Lanczos-3 degraded image clarity (Fig.
11), while WT did not change it.

So, we can conclude that the idea of using WT for bi-
directional image scaling have development prospects and
can be wuseful for increasing the efficiency of
videocompression.
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Abstract— The article discusses the design of the information
security management system for payment systems. For this, the
problems of ensuring information security in systems are
analyzed. An analysis of systems and mechanisms designed to
both guarantee and improve the information security of
Internet banking was carried out. Attention is paid to the
principles of organizing information security in the
international payment system SWIFT. The features of the new
3D-Secure technology, which significantly increases the level of
information security of international card payment systems, are
considered. mathematical model The information security of
payment systems optimizes the structure of the optimal plan,
regardless of the volume. All formulated mixture problems are
solved by linear programming methods.

Keywords— information  security,
mathematical model of payment systems.

payment  system,

I. INTRODUCTION

The intensive development of information and
telecommunication systems leads to the fact that the
information environment, being a determining factor in all
spheres of state activity, becomes the center of aspirations on
the part of criminal structures. Since its inception, banking and
payment systems have consistently aroused criminal interest.
And this interest is connected not only with the storage of
funds in credit institutions, but also with the fact that they
contain important and often confidential information about the
financial and economic activities of many people, companies,
organizations and even entire states.

Security measures - installation of firewalls and
antiviruses, intrusion detection systems and other, of course
necessary tools, as well as access management, incidents,
integrity, continuity, compliance - these are the details that
build a large socio-technical system called "information
security".

Special attention is paid to the issues of ensuring
information security in computerized systems of the credit and
financial sector.

Il. REVIEW OF PROBLEMS OF INFORMATION SECURITY OF
PAYMENT SYSTEMS

In the last decade, the growth of losses associated with
information crime has become a steady trend. The general
risks of the functioning of payment systems arise due to
technical failures and theft of funds from banks or customers.
In other words, the nature of this risk lies in the field of
technical features of the systems operation, and its magnitude
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is quite significant today. Large payment systems are forced
to include expenditure items in their budgets, taking into
account possible losses from theft, calculated statistically
based on previous periods [1, 2, 3].

Some examples of innovations first seen in the payments
industry include tokenization , fingerprint identification, and
EMV technology. Last year, card networks debuted the Secure
Remote Commerce (SRC) standard, or Click to Pay ", which
allows the use of an electronic cash register for the general
consumer, which promotes simplicity, convenience and trust.
The SRC is a fundamental component to support the "buy
button™ on retailer websites, effectively creating the online
equivalent of a single payment terminal in a physical store [1,
2,3].

The adoption of cutting-edge technologies such as
tokenization , 3D Secure , and Al has particular benefits for
small businesses forced to go digital during a crisis, allowing
them to offer consumers the same secure checkout experience
as much larger businesses, while while also exempting small
businesses from liability for fraud, PCI compliance, and "false
rejections” where a valid sale is denied due to limitations in
legacy security systems. Merchants pay to introduce new
point of sale technologies to their customers. For example,
merchants buy EMV-enabled point of sale terminals to make
them EMV compliant. These fees vary, but funds are used to
maintain security measures.

In the event that a cyberattack does occur, the card
networks are ready. For example, Visa has a program that
shares threat information with merchants and issuers in real
time so they can act quickly to protect their payment systems
from cyberthreats . Similarly, this year Mastercard introduced
a new Cyber Security Center . Based in VVancouver, Canada,
the program will continue to provide convenient and secure
payments for its customers by developing cyber solutions for
the payments ecosystem around the world [1].

Information crime has reached a level that makes this
phenomenon one of the most serious and potentially
dangerous national problems. Annual losses from it in
Western Europe reach 30 billion dollars, and in the United
States - more than 100 billion dollars. According to official
data provided by banks of the National Bank of Ukraine, the
total number of fraudulent transactions in 2013 compared to
the previous year increased by 47%, and the amount of losses
increased by 20%. At the same time, experts note that 99.7%
of the losses caused to banks on transactions with payment
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cards were made with cards of international payment systems

[1].

I1l. PRINCIPLES OF ENSURING INFORMATION SECURITY IN
INTERNATIONAL PAYMENT SYSTEMS.

To ensure the information security of international
payment systems, a set of hardware, software, organizational
and technical means and measures that implement the security
system should form a distributed complex that operates under
the control of security control centers [2].

The security of information in the information and
telecommunication networks of international payment
systems is ensured by the implementation of the following
general principles:

- protection of information (in order to ensure its
confidentiality, integrity and reliability) during its storage,
processing and transmission over networks;

- confirmation of the authenticity of data objects and users
(authentication of parties establishing communication);

- detection and prevention of violation of the integrity of
data objects;

- stability of the communication network in case of
compromise of a part of the key system;

- protection of technical means and premises in which
confidential information is processed from information
leakage through side channels and from electronic devices for
retrieving information possibly embedded in technical means;

- protection against unauthorized access to information
resources and technical means of networks, including their
management tools;

- implementation of organizational and technical measures
aimed at ensuring the safety of confidential information [2].

In the light of current trends in the growth of openness of
technologies in the financial sector (the use of the Internet and
other open networks as transport communications for data
transmission), the issue of ensuring the confidentiality,
integrity and reliability of payment transactions is of particular
importance.

This can only be achieved by using cryptographically
strong and efficiently implemented crypto schemes , and by
organizing reliable and convenient systems for distributing
key information [3].

Unlike traditional encryption systems that use a single key,
asymmetric encryption methods, public key systems, have
two keys, each of which cannot be calculated from the other.
One key is public, used by the sender to encrypt information,
the other is private, the recipient decrypts the received
ciphertext. The electronic digital signature mechanism is most
often used when servicing legal entities by banks, but
sometimes it is also offered to individual clients. The
advantage of an electronic digital signature is that it allows
you to uniquely identify the user. The disadvantage is that an
electronic digital signature can also be wvulnerable to
fraudsters. Attackers can get their hands on the digital
signature key by infecting a computer with malware.

Banks are trying to use various systems and mechanisms
designed to both guarantee and improve the information
security of using Internet banking.

Some banks offer Internet banking customers to purchase
or rent a special device - a one-time password generator. The
generator connects to a computer via a USB port and does not
require special software. It is also proposed to use an external
electronic key, which is generated when you first connect to
the Internet banking system, recorded on an external medium,
and then used during transactions. Such systems are a
simplified version of an electronic digital signature.

In addition to the above measures, banks often apply
additional measures to ensure the safe use of Internet banking:

- restriction of the use of a personal certificate - the system
of some banks allows you to use an electronic key or an
electronic certificate only on the computer on which it was
generated. Thus, you can make payments through Internet
banking only from your personal computer, and you can view
account statements using other devices;

- virtual keyboard - the technology is designed to prevent
fraudsters from reading registration data when entering them
from a regular keyboard using malicious software;

- session duration limitation - if the client is inactive, the
session in the Internet banking system will be closed after a
certain time. To resume work, you will need to re-
authenticate;

- connection history - using this function, the Internet
banking user can track all unauthorized transactions. [4]

Today, almost all banks that provide Internet banking
services use the SSL standard ( Secure Socked Layer ) -
encryption of data transmitted from the user's computer to the
bank system and vice versa. The SSL protocol, which is
widely used and has become almost mandatory in Internet
commerce, allows all participants in the trade to transfer a
wide variety of information with ease. If you try to intercept
data, they will be closed with a cipher, which cannot be
cracked in a short period of time.

The SSL protocol securely protects information
transmitted over the Internet, but still it cannot protect private
information stored on the merchant's server, such as credit
card numbers. When a merchant receives credit card
information along with a purchase request, the information is
decrypted and stored on the server until the request is
completed. If the server is not secure and the data is not
encrypted, then unauthorized access to private information
and its further use for fraudulent purposes is possible.

In addition to using the transmitted data encryption
protocol, Internet commerce participants use cardholder
identification methods such as checking CVV2 / CVK2 codes
(CVV2 code for Visa payment system cards and CVC2 for
MasterCard ).

Interesting identification methods include AVS address
verification technology ( Address verification service ). It is
more typical for the North American e-commerce market, but,
nevertheless, cardholders of Russian and Ukrainian banks also
have to deal with it when using cards to pay for goods with
delivery in the United States.

A. Information security in SWIFT

In addition, the SWIFT system can be used to exchange
information and make mutual settlements in transactions with
securities and traveller's checks. In the future, it is planned to
use this system in other areas of the economy, where an
operational, high-quality environment is needed for the
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transfer of financially significant information, requiring a high
level of confidentiality.

The long-term success of the SWIFT system lies in the
provision of a wide range of services to users in the
transmission, storage and security of messages. An important
factor is also the timely support of users in technical,
administrative and legal, as well as in matters of training and
consulting when connecting new users. But the most
important thing is a high level of responsibility to users for the
safety, timeliness and confidentiality of the transmitted
information.

From a technical point of view, the network is a SWIFT
international telecommunications network that allows
financial institutions from different countries to connect to it
using computers and terminals of various types to transfer
banking and financial information. The system adopted a
special format of bank messages - a standard that is being
developed with the help of a working group of bank specialists
and the SWIFT organization itself. The SWIFT system uses
both international standards developed by ISO and
International Chamber of Commerce (ICC) standards.

As a result of the historical development of the SWIFT
network, a new network has been formed - SWIFT I, which
is based on a 4-layer network architecture and a control system
for processors located in the SWIFT operating centers.

The logical architecture of the SWIFT Il system follows
the basic principles established by ISO (International
Organization for Standardization) for the interoperability of
open systems. Active components of the SWIFT |l
architecture - nodes can be interconnected:

- straight highlighted lines;

- local (international) switched lines;

- local networks;

- satellite communication channels.

The system architecture consists of four main components:

- SCP (system control processor);

- SP (switching processor);

- RP (regional processor);

- CP (transmission processor).

At present, in the SWIFT Il system, an improved security
system architecture has been developed and recommended by
the Board of Directors for widespread use, which in a broad
sense corresponds to the current level of development of
telecommunication technologies and cryptographic methods.
The basis of the new approach was the use of smart cards
(ICC), a change in the validation algorithm and an increase in
the length of the two-way keys that are exchanged by users.

In fact, the core of the SWIFT Il system is concentrated in
two System Control Centers (SCC), which are located in the
Netherlands and the USA. SCC includes two key system
components, namely SCP and SP. To improve performance
and protection against failures in the SWIFT Il system,
duplication of each SCP and redundancy of the operation of
each SP are used. At any time, only one SCP is active and
directly controls the system. The remaining three SCPs are
permanently in hot standby and continuously update their state
based on the configuration of the active SCP.

All transactions and messages that are transmitted over
international communication lines are systematically encoded
by SWIFT using ciphers that are valid and change over
arbitrary periods of time.

B. 3D Secure Technology

It is impossible to ignore the emergence and widespread
introduction of the new 3D-Secure technology, which
significantly increases the level of information security of
international card payment systems. [7]

3D-Secure technology allows for additional authentication
of the cardholder when making payments on the Internet on
sites that support this technology.

The name 3D-Secure comes from the English term Three-
Domain Secure , indicating that this technology is
implemented on the basis of three domains in which
transactions are generated and verified:

Issuer domain that supports the cardholder and the card
issuing bank;

Acquirer domain , which supports the acquiring bank and
its customers;

interaction domain - contains elements that carry out
transactions between two other domains, mainly this domain
supports networks and services of card associations.

Three independent companies participate in the online
verification process - the seller's bank, to whose account the
money is transferred, the buyer's bank and the payment system
itself. When making a payment with a bank card in an online
store that supports this technology (determined by the
presence of the Verified logo By Visa ), the buyer's details are
redirected to the server of the issuing bank that issued the card
(the bank must also support this technology). The bank
authenticates the cardholder using a password known only to
the cardholder and the bank. Based on the results of the check,
the issuing bank generates a response message using a digital
signature in order to protect information from unauthorized
changes.

To enter the customer's private information, such as card
number, secure pages of the payment server are used. The
entered information is stored on the payment server, and the
payee does not have access to this information, which best
protects against its loss and theft.

As a result, the buyer opens a dialog box in which it is
required to enter a PIN code (as in an ATM) or a one-time
password sent as an SMS to the contact phone number
(indicated when issuing a card). After entering the password,
the operation is considered confirmed and funds are
transferred from the client's card to the store's bank account.
Thus, if for some reason the attackers obtained information
about a bank card, they will not be able to use it, since it will
not be possible to confirm the authenticity of the card owner
without an SMS password. The specified password is sent
immediately at the time of the transaction on the Internet after
entering the card details and can be used for confirmation only
once.

Such a system has a number of advantages. Firstly, it is
quite easy to use - there is no need for special equipment, and
the procedure for confirming the operation takes only a few
minutes. Secondly, it allows you to protect the account from
being used by intruders - even if the login and password for
logging in to the system become known to fraudsters, they will
not get access to the money, and the user will learn about an
attempt to carry out an unauthorized operation from an SMS
message. [8-12]
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3D-Secure technology not only ensures secure payment
processing, but also differentiates the risks of transaction
participants due to a clear separation of functions for each.

Services based on 3D-Secure technology have also been
adopted by the MasterCard payment system under the name
master card SecureCode (MCC) and Japanese payment
system JCB International as J/ Secure.

IV. INFORMATION SECURITY SYSTEM OF THE OBJECT

The information security system of an object is a complex
of dynamically linked elements, the management of which
should be based on a scientific basis.

An important feature of systems theory is that it
distinguishes between open and closed systems. An example
of an open system is a living organism that maintains its state
unchanged, but this is a state of dynamic equilibrium, that is,
incoming substances, the energy of the system change under
the influence of the environment, and the state of the system
does not change. This view corresponds to a typical control
system: this system is created by man, it interacts dynamically
with its environment, it has components that are
interconnected and function together to achieve a common
goal . The information security management system of an
object can be considered as an analogy with the human body
is appropriate : leadership is the brain of the system, the
system communications - nervous system, executive and
service bodies , both of which have the ability to self- regulate
and reproduce . In general, the complex protection of an object
is part of a larger system, it is influenced by the outside world,
and formal and informal relations can exist in it. It is known
that formal and informal methods are used to solve control
problems, the nature of which requires the decomposition of
the control object, that is, the object of study is limited, the
relationship with other subsystems is practically not
considered, and this leads to the fact that the solution of local
problems cannot be combined into a single whole, or this
integration gives wrong result. Thus, we can conclude that
when forming a comprehensive plan for protecting
information on the object of the task: local optimization, due
to its simplicity, is of limited use.

A fundamentally different approach is needed, based on
the study of the decision-making process. This process is seen
as something that brings together a system of relationships,
organizational structure, issues of system development and the
impact of uncertainties. This approach allows you to create
and explore more complex behaviors in the process of
administrative management, that is, it will allow you to use the
results of research in the field of special management issues.

V. MATHEMATICAL MODEL OF INFORMATION SECURITY OF
PAYMENT SYSTEMS

The goal of general systems theory in solving the problem
of complex information security is to facilitate understanding
of the complexity of the environment, since if a well-thought-
out system can be created, within and on the basis of which
the manager must make decisions, then the decision-making
process is simplified. The principle of a systematic approach
requires the construction of a hierarchical control system:

o at the first level - the system of material processes and
distribution;

e at the second level - the processes of making
programmed decisions;

e at the third level - the processes of making non-
programmable decisions belonging to the system,
which are necessary to control the processes of lower
levels, their rescheduling and reassessment of the
system parameters.

The main attention in the hierarchical structure should be
given to the analysis of information flows and the synthesis of
the information model of the control object.

Models and methods for describing systems. From the
many definitions of the term "system" as a working one, the
most suitable for the goals and objectives of this study, we will
take the following: "system is a formal relationship between
the observed features and properties” [56].

The process of designing, developing and operating an
information security management system for an object should
provide not only planning work to protect information, but
also the ability to take into account the strict requirements of
decision makers for the quality of planned work, and promptly
evaluate the effectiveness of individual groups of measures.

For example, it is possible to include an information
system (in our case, this is a payment system) from s groups
into the complex protection system; each element of the
measures provides at least two protection functions (aand b)
and creates certain inconveniences (d) for users. The main
goal of this task is to draw up such a work plan that would
provide all the requirements of consumers to the quality of the
elements of a comprehensive action plan for the information
security system with a minimum of costs for its
implementation. Conventions adopted in this model:

i - production site number (i-1,2,..,5);

a; - the effectiveness of the first protection function in the
i -th group of elements from the measures;

bi - the effectiveness of the second protection function in
the i -th group of elements from the measures;

di - "inconvenience™" for the user in the i -th group of
elements from the events;;

K™ and K™, accordingly, the maximum possible and
minimum required amount of implemented protection
functions in the i -th section;

c i - costs for the implementation of the action plan for
protection at the i -th site;

Ko - the planned volume of implemented information
security functions at the facility;

ap! - planned number of events;

bmax and bmin respectively, the minimum and maximum
allowable values of measures that implement the second
protection function;

Omax IS the maximum allowable number of
“inconveniences for the wuser associated with the
implementation of measures to protect information.

As controlled variables, it is proposed to take the number
of activities from the i -th group, which will be included in the
comprehensive information protection plan at the site x. We
will solve the problem, minimize the costs of implementing
the plan, subject to the fulfillment of restrictions on the
number of activities of each group, on the total scope of
functions, and on the quality of protection. This mathematical
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model is not the only one for this type of problem. By
changing the optimality criterion, one can formulate other
versions of the model.

1st option . The efficiency criterion is the cost of
implementing the integrated protection plan.

Mathematical model of the problem:

1. Objective function: minimum costs for the
implementation of a comprehensive information
protection plan for payment systems

Yiioq1 Cix; = min; Q

2. Restrictions on the number of events in each group
KM <ei< K™ (=12, ..., 5); (2

3. Restriction on the total amount of work

?:1 Xi P kpl; (3)

4.  Limitation on the quality of protection

Timaxiai _ .
Zf:lxi - apl' (4)
Yi=1Xibi .

bmax 2 Z?=1xi 2 bmm' (5)

Tiz1xidi

ﬁ = dmax; (6)
5. boundary conditions that ensure the positivity of the

solution:
X >0 (7)

2nd option . Efficiency criterion - the total volume of

implemented protection functions or the deviation of the
protection quality indicator from the planned quality level.
Mathematical model of the problem

2j=1Xj > max, (8)
or minimum quality deviation from the planned indicator:
|a — apl| - min, 9)
Where
ZL$=1"iai
a == 10
DS ( )

The solution of the same problem according to different
optimality criteria makes it possible to make a comparative
analysis of the obtained solutions and improve the validity of
the solution.

As an illustrative material, the task of forming a plan for
the complex protection of an object is given.

It is proposed to include three types of payment system
measures in the protection plan: legislative measures (first),
organizational and technical (second) and technological
(third). Each of the groups of activities allows you to
implement two types of functions: protection against
unauthorized access ( UnAcc ) , protection against malicious
programs ( MalProt ). The numerical values of the parameters
for each group of protection tools are given in Table 1.

TABLE I. NUMERIC VALUES OF PARAMETERS FOR EACH GROUP OF

PROTECTION TOOLS

E_T ° T T O 2
= o X S Y= | =
) EPSE | T | 5 |E_S¢ |55EE L
T @ = S @ = @
§ | EE€S5T | £ | = | Z®ES | xE5%E| g8
S| 2223 5 < E gg 2585 2-<
2EE > g E& EEF| B
1 2 3 4 5 6 7
1 22 14 2 75 24 14
2 25 20 0.8 60 28 10
3 15 16 12 75 17 12
Planned indicators <17 | <14 >35

Mathematical model of the problem

Efficiency criterion W=14 x; +10 X, +12 X3 — min .
Restriction system:

1. By the total number of implemented functions:

0.75 X1+ 0.6 X2 + 0.7 5 x5 =35;
2. By the number of implemented functions for each
group:

22 Xy <24,

25< xp <28;

12< x3 <17,

3. Restrictions on the implementation of the function of
protection against unauthorized access:

014 x1 0.2 +0.16 X3 < (X1 + X2 + X3 ) ;

4. Restrictions on the implementation of the anti-
malware feature:

0.02 x; +0.008 x» +0.12 x3 < 0.014 (Xl + X2+ X3) .

Boundary conditions: x1:9 =0.

After bringing the system of constraints to the canonical
form:

0.75 %1 +0.6 X2 +0.75 X3 — x4=35;

X1+ X5 = 24;
X1— Xe = 22;
X2 + X7 = 28;
X2 —Xg = 25;
X3+ Xo = 17;
X3 - X10 = 12;

-0.03 x1 +0.03 X2 -0.01 X3+ X121 =0 ;
0.008 x1 -0.006 X2 -0.002 x3 + x12=10.
The problem is solved using standard software.

CONCLUSION

Based on the dynamics of connecting banks and,
accordingly, online stores to 3D-Secure, it can be assumed that
soon Internet payments from bank cards without SMS
password confirmation will become inaccessible. In our
opinion, only in this case the desired effect will be achieved -
an increase in citizens' confidence in online payments using
Visa or MasterCard cards .

The mathematical model of the information security
system, which is based on the information security model of
payment systems, allows you to find such a set of components,
their quantitative ratio, which satisfies the specified
technological requirements for the quality of object
protection, as well as the requirements of the accepted
criterion (minimum cost or maximum profit) .

With a fairly extensive list of technological means and
measures taken to ensure secure settlements using
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international payment systems, much depends on the clients
themselves. Often the reason for fraudulent access to user
accounts is the inattention and negligence of the users
themselves. Therefore, in order to avoid possible problems,
account holders need to protect access data to them.
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Abstract—The technique of employing facial recognition
technology to identify people who have taken part in illegal
activity is known as criminal face detection. The method is
looking at pictures or videos of suspects or crime scenes and
contrasting them with databases of known offenders or suspects.
The aim is to find and follow up on people who are likely to
commit crimes in order to stop or solve crimes. However, there
are worries over the precision and dependability of criminal face
identification, as well as significant ethical and privacy
considerations. These issues will be addressed, and the
efficiency and fairness of criminal face detection will be
improved, according to ongoing research and development in
this field. The goal of the criminal face detection project is to
create a computerized system that can correctly identify people
who have a criminal history based on their facial traits. The
technology analyses face photos using cutting-edge computer
vision and machine learning algorithms, then compares the
results with a sizable database of criminal records. The project’s
main objective is to increase public safety by giving law
enforcement organizations a solid tool for detecting prospective
suspects and lowering the danger of criminal behavior. Criminal
face identification has the potential to be a highly effective tool
for law enforcement, but there are questions regarding its
precision and dependability as well as any possible effects on
privacy and civil rights. It has been demonstrated that face
recognition technology performs less accurately when
recognizing members of demographic groups, such as women
and people of color. This raises the possibility of false
identifications, false accusations, and fraudulent arrests against
innocent people.

Keywords— criminal face detection, computerized systems,
computer vision, machine learning, public safety, law enforcement

. INTRODUCTION

This is the start of the body text of your paper. Preventing
crime is a vital responsibility since it is one of the most
seriousand persistent problems in our society. In any culture,
various crime patterns and the careful consideration of
citizens’ security and safety are important factors that have a
direct impact on how well people are able to live their lives.
A person’s life might be disrupted and stressed out by some
criminal acts, such as larceny, identity theft, or even
pickpocketing, which can also dam- age his mental health.
Criminal face detection is a method that makes use of facial
recognition soft- ware to identify people who have engaged
in criminal activity or have a criminal past. The technology
may examine images or recordings of suspects or crime scenes
and compare them to databases of known criminals or
suspects. Its major goal is to improve public safety by giving
law enforcement agencies a reliable tool for spotting
prospective suspects and lowering the likelihood of criminal
behavior. In recent years, the use of facial recognition
technology in criminal face detection has drawn a lot of
attention and developed into a useful tool for law enforcement
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Organizations all over the world. Criminal face recognition
has improved in accuracy and efficiency with the
development of computer vision and machine learning
algorithms, enabling more rapid and accurate identification
of suspects. Due to worries about crime and safety, closed-
circuit television (CCTV) systems are now required in both
public and private settings. With superior performance and
real-time data provided by a deep learning-based strategy,
police forces can operate more effectively. Technology and
training are used by the AMBER Alert Indian Country
(AIIC) Initiative to assist Tribal communities in the secure
return of missing or kidnapped children. The public’s
engagement and reaction capacities are improved by
coordinated initiatives with local, state, and federal partners.
Overall, these programs and technology have a significant
impact on raising public safety standards and deterring
crime. Com- munities are instantaneously mobilized by
AMBER Alerts to help in the rescue of a child who has been
kidnapped or is in risk of becoming missing. Facial
recognition software is used for consumer screening at
banks, airports, and other establishments. Figure 1 shows a
general face recognition diagram. Face recognition
technology has been implemented

Fig. 1. Face features to be extracted.

at crossings and customs by nations like Germany and
Australia for Automated Passport Control.

Il. LITERATURE SURVEY

The development of effective and efficient ways to
identify criminal faces has been a focus of several studies in
the recent years, making criminal face detection an active
topic of research. A survey of the literature reveals that
deep learning-based approaches and conventional computer
vision- based methods make up most of the currently used
techniques [1]. To identify criminal faces, most computer
vision-based techniques rely on manually created features
and classifiers. These techniques often require a big
quantityof training data and feature engineering, which can
be
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difficult and time-consuming. Comprehensive framework for
facial action recognition and its application to facial
expression analysis using static face images can be done by
extracting relevant features from facial images, such as local
descriptors, geometric features, and texture patterns that help
represent the different facial actions [2]. In contrast, deep
learning-based approaches have recently demonstrated
astounding performance in criminal face identification
challenges. With the help of deep neural networks, these
techniques automatically extract characteristics from the
input data and develop powerful classifiers. Open CV based
techniques for criminal face recognition can also be used
[3]. There are many different types of biometric methods that
candifferentiate fingerprints, DNA, and face categories. There
are many elements in face recognition such as holistic and
feature extraction methods. As in much research the face
recognitionhas great impact in student life There is no need to
enter a keycode, sign a sheet, identity card or swipe machine
system Just integrated cameras system can automatically
identify a student by face recognition automatically and make
data entry effortless and easy [4]. The imbalance of positive
and negative samples, with a far greater number of non-
criminalfaces than criminal faces, is one of the difficulties in
criminal face detection. Studies have suggested techniques
including data augmentation, sampling, and cost- sensitive
learning to solve this problem. In conclusion, the literature
review showsthat both conventional computer vision-based
and deep learning-based algorithms have significantly
improved criminal face detection.[5] Nevertheless, deep
learning-based approaches have performed better recently,
and it is still difficult to deal with the imbalance between
positive and negative data. Our study intends to advance
this area by creating a powerful and accurate criminal face
identification tool utilizing deep learning-based techniques

[6]
I1l. PROPOSED METHOD

To ensure that law enforcement officers can use the system
effectively, it is essential that it has a user-friendly interface
that is simple to use and comprehend. Users should be able
to conduct searches and retrieve pertinent information
quickly and simply using a well-designed interface that is
intuitive and requires no training.

One of the main goals of our criminal face identification
project was to develop a user-friendly software solution, even
for non-technical users. We focused particularly on the user
interface design and overall user experience to accomplish
this aim. Users of our programme may quickly and easily
identify criminal faces because to its straightforward and easy
process. The interface is designed to be user-friendly and
includes interactive features and visual aids to make it simple
to comprehend and use.

We produced in-depth documentation, which includes user
guides and tutorials, to make it even easier for users to adopt
the system and be happy with it. These tools aid users in
getting started and navigating the tool efficiently while
covering every facet of the product. In order to guarantee that
our product is user- friendly and satisfies the demands of its
target market, we included user feedback throughout the
development cycle.

We think that all police officers can use our criminal face
detection software since it has a low learning curve.
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Fig. 2. Flowchart.

In conclusion, the user-friendly interface, thorough
documentation, and support resources made accessible to
users in our criminal face detection project make it simple to
use and navigate. We are dedicated to maintaining the
software’s usability and accessibility by making further
improvements and offering support.

IV. WORKING AND RESULTS

This criminal facial recognition software is a user-friendly
programme with two key features: Registration and
Detection. As shown in figure 3 the registration and detection
phases are carried out. Figure 4 explains how the proposed
system can be used in the work environment.

P

[

Registration Detection

Add Face
Detect
Name (After scanning face)
Cikne Detect Retumed by
Database
Judgment

Name

Age

Crime

Fig. 3. System Working.

A. Registration:

The establishment of a database of known criminals or
suspects is a crucial step in the registration process of criminal
face detection. This database is used as a resource to compare
faces in photos or videos taken at crime scenes with those of
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known offenders. A face picture of the subject is collected at
registration and entered into the database along with their
personal data and criminal background. If they later engage
in criminal activity, this information may be utilized to locate
them. Anyone can contribute fresh criminal faces to the
database by registering. Users using this function must supply
a picture of the offender’s face along with some basic data
like the person’s name, age, gender, and any pertinent
information about their criminal background. The program
then trains the model on the new face using the deep learning-
based architecture after the data has been supplied. In order to
complete the registration process, high-quality photos of the
face must be taken, which can be difficult in some
circumstances, such as when the subject is uncooperative, the
lighting is bad, or the image quality is subpar. But because to
developments in computer vision and machine learning, it is
now feasible to extract important characteristics from poor-
quality photos, increasing the reliability of the registration
procedure.

B. Detection:

The process of recognizing and finding faces in an image
or video is known as” detection” in criminal face detection.
Computer vision methods like Haar cascades, which are
taught to recognize patterns in a picture that match to human
faces, are typically used for this. The major function of our
programme is the Detection option, which enables users to
find criminal faces in input photographs. This feature
employs the Single Shot Multibox Detector (SSD) technique
to find faces in images after receiving an image as input.
When faces are found, the programme employs deep CNN to
categorize them as criminal or non-criminal. If a criminal’s
face is found, the programme gives the user the necessary
details on the offender, including their name, age, and
criminal background. After a face is identified, the system
may carry out additional analysis, including comparing itto a
database of known criminals or suspects. Here is when the
recognition element enters the picture. The system can
identify prospective targets for additional study thanks to
detection, which is a vital stage in criminal face identification.
But it may be difficult as well, especially when there are lots
of faces in the picture or bad lighting or poor image quality.
Detection is a crucial step in criminal face detection as it
enables the system to identify potential targets for further
analysis. However, it can also be challenging, particularly in
situations where the lighting is poor, the image quality is low,
or there are multiple faces in the scene. To address these

issues, researchers are striving to create more sophisticated
detection algorithms that can handle a larger range of
situations and boost the system’s overall accuracy.
Convolutional neural networks (CNNs), which have a high
degree of accuracy in face identification and are capable of
learning complicated patterns in data, are one deep learning
approach that may be used to do this.

We have tested this for 50 faces and got 100% accuracy.
Might be it is possible if the number of faces get increased,
we need to make a few changes to align the criminal database
with the face database more efficiently.

V. FUTURE SCENARIO

Enhanced accuracy and adoption: Criminal face detection
technology may become more reliable and extensively used
in law enforcement and security applications with
advancements in machine learning algorithms and access to
big datasets. This may result in a more accurate and
efficient detection of offenders, but it might also give rise to
worries about prejudice, privacy, and monitoring.

Criminal face detection technology has the potential to
reinforce or worsen prejudices and discrimination against
groups based on their appearance if it is not carefully
developed and monitored. The system could over identify
individuals of specific racial or ethnic groups as prospective
offenders, even if they are innocent, for instance, if the
training dataset is skewed towards such groups.

Amber Alert: When a criminal face is recognized, a
further feature that may be utilized to send out an alarm is the
Amber Alert option. This function notifies the authorities or
a pre- defined contact list of the detection and sends them an
alert message with pertinent details about the culprit. When a
criminal is on the lam and the police need to be notified right
away, this can be very helpful.

If it is not carefully developed and regulated, criminal face
detection technology has the potential to perpetuate or
exacerbate stereotypes and discrimination against specific
groups based on their appearance. If the training dataset is
biased towards certain racial or ethnic groups, the algorithm
may over identify members of such groups as potential
criminals even if they are innocent.

Legal and ethical issues: The application of criminal face
detection technology may give rise to issues of privacy, due
process, and human rights. For instance, people may refuse to
use face recognition technology or to legally contest the
precision and dependability of the system.

Ultimately, how criminal face detection technology is
developed, used, and controlled will determine its future. To
ensure that technology is utilized responsibly and
successfully, careful assessment of the possible advantages
and hazards, as well as the ethical and legal ramifications, will
be essential.

V1. CHALLENGES

Bias and discrimination: The possibility of prejudice and
discrimination is one of the most difficult difficulties with
criminal face detection technologies. If the technology is not
carefully created and educated, it has the potential to
perpetuate or magnify existing biases against particular
groups of individuals based on their appearances, such as race
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or ethnicity. This might result in false allegations, unjust
arrests, and civil rights abuses.

Technical limitations: The quality of the photos,
differences in lighting and angles, and the capability to
identify faces in actual surroundings are some of the
technological constraints on facial recognition technology.
The accuracy and dependability of the technology may be
impacted by these restrictions, necessitating regular up-
grades and enhancements.

Public perception and trust: The usage and possible
abuse of facial recognition technology can cause public
anxiety because it is a relatively new and contentious
technology. Building trust and confidence in the use of
technology may be aided by ensuring that it is open,
responsible, and subject to proper monitoring.

Accuracy and reliability: Technology for detect- ing
criminal faces is not flawless and can result in both false
positives and false negatives. It’s possible for innocent
people to be mistaken for criminals or for real criminals to
elude capture. The usefulness and credibility of the
technology depend on its accuracy and dependability.

Privacy concerns: The acquisition of personal data and
privacy issues are brought up by facial recognition
technologies. The collection and storage of biometric data
without the subjects’ knowledge or agreement may be
objectionable to some people, and there is a chance that the
information may be hacked or used inappropriately.

VII. CONCLUSION

In conclusion, criminal face detection technology
has the potential to be a highly effective tool for
locating and apprehending offenders, but it also
presents several difficulties and problems. These
difficulties include problems with prejudice and
discrimination, veracity and correctness, confidentiality,
moral and legal reasons, technical constraints, and public
perception and trust. Hence, it’s crucial to make sure that
criminal face detection technology is created and used in a
responsible and transparent manner, with the necessary
protections and monitoring. This will help to solve these
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issues. In doing so, we can reduce the dangers and
unfavorable effects of this technology while maximizing
its potential advantages.
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Abstract: The development of econometric models of
medical services in order to determine the optimal solutions for the
provision of medical services in our country, technological progress,
the solution of painful problems in medicine, the improvement of
human life.
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I. Introduction

In our country, the health of the population is one of
the most important factors in the level of socio-economic
development and an integral element of labor productivity in
society. While technological advances are addressing painful
issues in medicine, unhealthy lifestyles in many countries are
making life difficult for millions of people. Therefore, one of
the optimal solutions is econometric modeling of medical
care.

empirical
information

In international practice, extensive research has been
conducted to improve health insurance. As a result, 32 of the
33 developed countries have introduced a system of general
compulsory health insurance, which provides for the use of
one of the compulsory health insurance" [36].

According to the World Health Organization, almost
half of the world's population is not fully covered by basic
medical services. "More than 930 million people, or 12
percent of the world's population, spend at least 10 percent of
their income on health care."”

In our country, the health care system has new tasks
for the development of health care organizations and the
quality of medical services. The development of effective
economic mathematical models and tools for the
development of medical services is one of the most pressing
issues today.

The purpose of this study is to provide
recommendations for improving the use of digital
technologies in the market of health insurance services in
accordance with modern requirements in health insurance
practice and the economic-mathematical model of
development of health care enterprises in the compulsory
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health insurance system (MTS). is to achieve financial results
through construction.